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Outline NSGE

B TH-1A system and its application

B [|arge-Scale data Visualization

» Large-Scale Flow Visualization

» Multi source geological data visualization graphics

engine——QOpenProbe

B Summary
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TH-1A system and its application NSES

B TH-1A main hardware parameters :

» Computation : 4.7 petaflop
v" Number of computing nodes : 7500
v/ Computing node partition : 4 computing partitions according to 4 storage partitions

» Storage : two parts: On line and Near Line
v/ On Line : 4 sets Lustre, each set corresponds to a storage partition, the capacity are 430TB, 420TB,

1.3PB, 700TB respectively.

v" Near Line : dual copy storage , available capacity 4PB

v" There was one set Lustre before : 430 TB

B [n addition to the TH-1A, we also constructed
» TH Cloud Computing Center
» TH electronic government affairs center

» TH big data processing environment
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HPC Application & Innovation Alliance m@iag
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Application Domains and some typical applications EHE

B Some typical application domains
» (Geophysics: oil exploration
» Environmental Science : Oceans,

weather and climate
> Aerodynamics : Aircraft Bio-informatics
These three types of application can use the
whole system of computing resources. ,
» Life Sciences: Gene, protein, brain  engineering Design i
science

» Engineering simulation

Metrology & Climate Aero and Space

Craft Design

Environment
Science
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Typical application: oil exploration seismic data processing ml @R ‘ag

B GeoEast : Developed a data processing
software for oil seismic exploration with
independent intellectual property rights

B Completed a number of data processing
tasks, the typical parameters are

>
>
>
>

>

Work area : 2,600 Km?
Origin data volume : 2.2TB
Processing technique : RTM
Imaging data volume : 27GB

One of Imaging interpretation
technology : Visualization

o gl
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B System usage
B Data storaged
B Running years

> 85%
>2.5PB

(2010.12—2015.4)

More than 4 years:
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Projects and users mﬁiag

TH-1A supports national projects >
800 items

»  NSFC projects > 600 items
» 863, 973 projects > 100 items

»  Other key project (MIIT, NDRC,
CNPC, CNOOC, etc) > 40 items

» International collaboration projects >
10 items

Users all over China, and the number of
user teams is more than 600 up to 2014

NSCC-TJ is an open public technology User distribution graph
service platform
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Outline NSGE

B TH-1A system and its application

B | arge-Scale data Visualization
» Large-Scale Flow Visualization

» Multi source geological data visualization graphics

engine——QOpenProbe

B Summary
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Large-Scale Flow Visualization mﬁigg

Limitation of Previous Flow Visualization Methods

Flow data usually includes multiple variables, but ~ Existing ensemble visualization methods
their corresponding analysis methods are lacking, ~ focus on the scalar fields, while the

especially the integrated analysis of vector fields  comparison of vector fields are in need in

with scalar fields. scientific domain.
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Our Approach: Large-Scale Pathlines-Based Flow Field Analysis MEiag

New flow field analysis methods equipped with scalable computation
1. Coupled Ensemble Flow Line Advection and Analysis (eFLAA)
vector field + ensemble analysis

2. Scalable Lagrangian-based Attribute Space Projection (LASP)

scalar/vector field + multivariate analysis

3. Latent Dirichlet Allocation Based Unsteady Flow Analysis (FLDA)

scalar/vector field + multivariate analysis

4. Advection-Based Sparse Data Management for Visualizing Unsteady Flow

a fundamental data management to support flow-related analysis

National Super Computer Center in Tianjin 12



1. eFLAA: Coupled Ensemble Flow Line Advection and Analysis m&a%g

A

/
% RegionA  Runs1-3,5-7

Run 8

-

B Runt [ Run2
Bruin3 [ Rund

B Ruins B Runé
‘q Runs 1,4-8 M7 [ Rung

Hangi Guo, Xiaoru Yuan, Jian Huang, and Xiaomin Zhu, “Coupled Ensemble Flow Line

Advection and Analysis.” IEEE Transactions on Visualization and Computer Graphics (Vis *13),
19(12):2733-2742, 2013.
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Pipeline in Concept

Ensemble Line Advection Distance Computation Line Filtering User Interaction

Run n*.nc
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Pipeline of the Parallel System mﬁiaa

B Both data scale and problem size are often too large to handle in practice

B A streamed data management mechanism is used to make the system scalable,
given the memory limits

Ensemble Run Data

Run_1*.nc
U(t,z,y,x)

Vit,z,y,x)
- {W(t,z,y,%)

Large Simulation Data
in File System

Completion Test

Batch Manager <:II]I]I
@ emit_gueries() H

Data Partitions Steppers (Mappers) Reducers Writers
<point, partial_line> <seed, partial_lines_all_runs[]> <filtered_lines_all_runs[]>

Pa&ﬂ'e' OEOOE- 0000-- 0@ -

/ L =)
/ e emit_reduce() emit W”fe()
7 | Line Mergmg

o :fff:., Line Re-sampling Filtering by Thresholds
Partial Line Advection Uncertainty Analysis Line Output
E' emit_dstep()
Large Simulation Data . Massive Field Lines in Smaller Filtered Data
in Distributed Memory Distributed Memory Stored in File System
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Application — GEOS-5 Simulation m@iﬁg

B The metric: the differences of locations / CO, concentration along the pathline
B Findings
» The variation of the wind field is high in the north hemisphere

» However, The CO, difference is higher in south hemisphere and some places in the north
» CO, concentration is not sensitive to wind in above regions

February 2000

National Super Computer Center in Tianjin 16



2. LASP : Scalable Lagrangian-based Attribute Space Projection mﬁiag
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Hangi Guo, Fan Hong, Qingya Shu, Jiang Zhang, Jian Huang, and Xiaoru Yuan, “Scalable
Lagrangian-based Attribute Space Projection for Multivariate Unsteady Flow Data.” In
Proceedings of IEEE Pacific Visualization Symposium (PacificVis 2014), pages 33-40, Yokohama,
Japan, Mar. 4-7, 2014.
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Attribute Space Projection m&a%g

Eulerian-based Attribute Space Projection Lagrangian-based Attribute Space Projection
Data samples = Pathlines starting from data samples >
High-dimensional vector in attribute space = Pathlines in attribute space -

Eulerian-based Attribute Space Projection > Lagrangian-based Attribute Space Projection->
Eulerian-based Attribute Space Projection Lagrangian-based Attribute Space Projection
(EASP) (LASP)

O
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B [t is unrealistic to implement LASP with a serial visualization pipeline

» The complexities of both particle tracing and projection are prohibitive

» The intermediate data is overwhelmingly large

B The solution: integration of DStep and SPMDS

National Super Computer Center in Tianjin
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Application: Hurricane Isabel mgiag

; L ’ / Attributes along pathlines
5 AU are significantly different in
HK 1] the two group of selected
R > features
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3. FLDA: Latent Dirichlet Allocation Based Unsteady Flow Analysis m@igg
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Fan Hong, Chufan Lai, Hangi Guo, Enya Shen, Xiaoru Yuan, Sikun Li. “FLDA: Latent
Dirichlet Allocation Based Unsteady Flow Analysis.” In IEEE VIS 2014.
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LDA Topic Model vs Flow LDA Model NELEE

LDA (Latent Dirichlet Allocation) is a widely used topic model in text mining.

Text Analysis  Flow Analysis

Documents ] Fieldlines

LDA estimates the similarities FLDA clusters fieldlines
between documents from the from the flow topic level.
topic level. |

[ Topics ] Flow Topics _
Flow topics are extracted

Topics are extracted based on based on fieldline-feature
document-word relationships I relationships

=

[ Words ] Features

National Super Computer Center in Tianjin 22



llustration of FLDA Model mﬁﬂag

Input: Output:
W Definition of features B Topic distribution for each pathline
B Bags of features for each pathline M Feature distribution for each topic
Feature: behavior Topic Distribution Topic: a mixture
of pathline For Each Pathline of features

Pathline1{Pr2JTc2 Pr1 Tc2 Pr2
Pr2Tc2 Pr1

Pathline2: Pr2 Tc2 Tc1 Tc3 Pr1
Pr3Tc2 Pr2

' Pathline3: T3 Tc1 P3Te1 T3
T3 Pr3Tcl

I
[ Pathline: a bag of features ]

Numbers for illustration only.
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Pipeline
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Appli

cation — Isabel Case SRS
ml a(%a

Pathlines advect from hurricane
eye to the periphery.

Pathlines are similar in attributes

pressure and temperature, in the
first half of advection.

Pathlines have an increasing

pressure, and stable temperature.

AA S S SO OO,

B Pathlines form a clockwise
circulation around hurricane eye.

B Pathlines have focused pressure

Pr

values in the last half of time.
B The pressure of pathlines are

changing for focuses values to
e dispersed one.
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4. Advection-Based Sparse Data Management [REJ(E]
for Visualizing Unsteady Flow
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Sparse Data Management mﬁiag

| Sparse Data Management
|

Flow Data Data Conversion ! Blocklets
U(t,z,y,x)

'  Parallel
V(t/erIx) Flne Grained E> K_V Store E D E E

W(t,z,y,x) Partmonlng

(Parallel) Particle Field Lines for
Tracing Visualization &
Analysis

Access Patterns

>
A=k @ ey e ok {

FIow S|mu|at|on

Hthraph \ X

Solution Benefits

B Data partition on granularity of blocklets B Enable large-scale unsteady flow analysis while

B Parallel key_va|ue store based data rEQUiring avery limited amount of hardware
management resources.

B High-efficient data prefetching B [Improve both performance and scalability of the

naive task-parallel particle tracing
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Applications m

19EE

Streak Surface Computation

B Streak surfaces dipicts the flow field over the entire
lifetime by continuously releasing particles from given
seed curves.

B Data: TB-scale turbulence simulation data
» curvilinear grid, with spatial resolution 1024x1024x720
» 100 time steps

September, 2011

September, 2012

Origin-Destination Query

B Study advection of massless particles (such as
pullutants, etc.) in flow fields.

B Data: GEOS-5, global climate simulation data

National Super Computer Center in Tianjin 28



Outline NSEE

TH-1A system and its application

Large-Scale data Visualization
» Large-Scale Flow Visualization

» Multi source geological data visualization graphics
engine——QOpenProbe

Summary
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Multi-source geologic data visualization graphics [RISJ(E(E]
engine—OpenProbe

B Supports seismic, logging, gravity , magnetic, electric

and other data
B Supports Windows, Linux and other operating systems
B Supports multi-touch interactive operation mode
B Supports plug-in type secondary development

B Supports large-scale data 3D stereoscopic visualization

National Super Computer Center in Tianjin 30
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VolumeViz Module

Y
.
-
‘.
-

3D Seismic data volume

* Seismic data stibset

Curved surface slice

National Super Computer Center in Tianjin

32



MeshViz Module
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3D Grid 2D curve (seismic & logging) Curve hose (logging tracks)
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LD M High efficiency management module of MEi%E
[arge scale selsmic data

W Able to handle ultra-large-
scale data, the data size

unlimited.

|
'

B Real-time rendering of

Data size: Data size: 100Gb
26Gb

massive data.
B Supports multi-resolution

seismic data rendering.

®Data mapping algorithm
®Data Fast Load

®tile, surface domain
lookup

®Data Logic Coding RonA

®Data storage organization

Extended Octree

LDM Core technology architecture diagram
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Outline NSGE

B TH-1A system and its application

B | arge-Scale data Visualization

» Large-Scale Flow Visualization

» Multi source geological data visualization graphics

engine——QOpenProbe

B Summary
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Summary NSEE

Propose novel approaches to integrate flow field analysis with multivariate and
ensemble analysis.

Propose a parallel sparse data management to support advection-based flow
analysis.

Develop a set of common, object oriented 3D graphics toolkit, supporting
geoscience application software secondary development.

OpenProbe offers a range of application modules for geoscience data features, and
uses LDM to achieve massive geoscience data 3D stereoscopic dynamic
visualization.
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