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1.  Introduction 
 
Large-scale scientific simulations are increasingly being run 
on low-cost PC clusters instead of expensive vector 
supercomputers.  There is also a growing interest in 
conducting simultaneous simulation and visualization on the 
same PC cluster.  To offer this capability, the 3D graphics 
power of the PC cluster system must be enhanced.  This 
paper presents the design and performance of a hardware 
image compositing device that we have developed to support 
scalable, real-time parallel volume rendering.  
For the design of the hardware image compositing device, a 
comprehensive experimental study of software image 
compositing was performed on a 512-node PC cluster. The 
test results not only guided our design but also justified the 
use of hardware image compositing for scalable real-time 
rendering. The resulting compositing device has an 8-input-
1-output pipelined design.  We have built a volume graphics 
enhanced PC cluster system using this hardware compositing 
device and NVIDIA GeForce 4 cards 1.  
The rest of the paper is organized as follows. Section 2 
discusses related work.  Section 3 presents experimental 

results, which show the bottleneck in the software 
compositing process, on a 512-node PC cluster.  Section 4 
describes our design principles in response to the 
experimental results. The architecture of the compositing 
hardware is given in Section 5. Section 6 presents the 
performance of the hardware device as well as the PC cluster 
system using this device. 
 
2.  Related Work 
 
In object-space parallel rendering, the image compositing 
often dominates the overall rendering performance, since it 
requires inter-processor communication. Parallel image 
compositing has thus been an active area of research and 
both software and hardware approaches have been proposed. 
For polygon parallel rendering, a hybrid sort-first and sort-
last approach has been investigated 2.  For volume rendering, 
a sort-last configuration is generally used 3. The binary-swap 
compositing (BSC) algorithm introduced by Ma et al. 4 has 
been adopted by many parallel-rendering systems. Lee et al. 
have developed a pipelined algorithm that is particularly 
efficient for mesh networks 5. Lightning-2 6 and Sepia-2 7 
are two hardware image compositing designs. Lightning-2 
provides a DVI-to-DVI interface and employs scan-line 
based pixel mapping.  Sepia-2 is a custom PCI card using 
pipelined associated blending operations. 
It is worth noting that the PC cluster built with Sepia-2 uses 
ServerNet-2, a high-speed network based on a hierarchical 

Abstract 
An experimental study of software image compositing that we have carried out on a 512-node PC cluster shows the 
necessity of hardware compositing support to make possible real-time volume visualization scalable with large PC 
clusters.  This paper describes the design and performance evaluation of such a hardware image compositing 
device.  A PC cluster using such devices along with commodity graphics cards can enable simultaneous simulation 
and volume visualization. 
 
Categories and Subject Descriptors (according to ACM CCS): I.3.1 [Computer Graphics]: Hardware 
Architecture – Parallel Processing; I.3.2 [Computer Graphics]: Graphics Systems – Distributed/Network Graphics

 
*345 Kamimachiya, Kamakura, Kanagawa, Japan 247-8505;  
        e-mail: {ogata, liu}@mpcnet.co.jp 
†2-41-6 Aomi, Koto-ku, Tokyo, Japan 135-0064; 
        e-mail: s-muraki@aist.go.jp 

‡One Shields Avenue, Davis, CA95616-8562, USA;  
        e-mail: ma@cs.ucdavis.edu

61

http://www.eg.org
http://diglib.eg.org

