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Scientific visualization is widely used for  
gaining insight into phenomena through data 
exploration and creating imagery that can be 
used to i l lus t rate these phenomena to 
others. Interactive rendering has long been 
valued in visualization as a means of facili- 
tat ing more effective explorat ion.  More 
recently, non-photorealistic rendering (NPR) 
has been applied to scientific visualization, 
which consists of using artistically inspired 
techniques for the creation of more expres- 
sive visualizations [3, 4, 5]. 

In many cases, NPR has been shown to be 
more effective than photorealistic rendering 
in communicating subtle information about 
physical structures or phenomena. How the 
user chooses to portray a data set can have 
a significant effect on how accurately and 
efficiently a visualization communicates the 
information the user seeks to reveal. It is our 
belief that when NPR is made interactive, 
particularly with respect to the control of 
how NPR is applied, the user is able to more 
quickly derive expressive visualizations. 

In teract iv i ty  is often associated w i th  
spatial exploration, where parameters such 
as position, zoom and light direction are 
varied over time. The resulting animations, 
controlled by the user, allow further insight 
to be gained in the subject being viewed. In 
visualization, interactive rendering includes 
giving the user the ability to change other 
rendering parameters related to the data 
itself. One example is the transfer function in 
volume rendering, which can be adjusted to 

Figure I:  Two non-photorealistic volume renderings of a mouse data set with different sets of  rendering 
parameters. Interactive rendering allows users to select rendering parameters appropriate for their application. 

change voxel classification to emphasize 
different aspects of a data set. 

NPR techniques typically have a set of 
rendering parameters associated with them 
which dictates the style of the resulting 
images.The required tuning of these parame- 
ters does not make these algorithms less 
desirable, but rather gives the user the ability 
to create the types of images they seek. In 
scientific visualization, there is no single set 
of "correct" rendering parameters as seen in 
the two images shown in Figure I. Rendering 

parameters  can be selected that  add 
emphasis and clarity to the aspects of the 
visualization the user is interested in. 

In visualization, the user is seldom an 
artist, but is often a scientist who would like 
to generate images that illustrate a particular 
structure or phenomenon they are studying. 
Thus, the user cannot be expected to know 
which NPR techniques are appropriate, and 
might not even have a clear vision of what 
the resulting visualization should look like. 
Much like transfer function specification, the 
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selection of NPR parameters is an iterative 
process, where the user changes some para- 
meters, views the result and then changes 
the parameters further. 

If the users can see the results of changes 
in sub-second times, it becomes more intu- 
itive for them to select appropriate parame- 
ters for their task.Thus, changes in view and 
object position are only one aspect of inter- 
active rendering. It is equally important to 
give the user the interactivity necessary to 
explore the rendering parameter space. 

Unfortunately, many factors make interac- 
tive NPR difficult. First, the addition of NPR 
techniques typically adds to the amount of 
calculat ion required in the render ing 
process.As a simple example, silhouette edge 
rendering requires the view-dependent oper- 
ation of determining which edges are on the 
silhouette. Furthermore, the standard tech- 
nique of rendering data at lower resolution 
or rendering to a lower resolution window 
to achieve interactivity is often not suited to 
the needs of the user when selecting NPR 
parameters. NPR can be used effectively to 
clarify fine structures. In order to specify 
rendering parameters optimized for viewing 
these structures, objects must be rendered 
at a high enough resolution for them to be 
visible, resulting in increased processing and 
storage requirements. 

For interactive rendering there has been a 
t rend toward the use of consumer PC 
graphics cards, many of which have capabili- 
ties exceeding those found in high-end work- 
stations of just a few years ago. With each 
product iteration these cards have improved 
performance, increased memory capacity and 
added new features supported in hardware. 
Many of the more recent interact ive 
rendering algorithms load data (geometry 
and texture) into video memory and then 
per form render ing calculat ions on the 
graphics card to exploit  the high perfor- 
mance memory and processor found on the 
card, and avoid the I/O costs of sending large 
amounts of data from main memory across 
the graphics bus to the graphics card for 
every frame. Current consumer graphics 
cards have up to 128 megabytes of memory 
and support programmable vertex opera- 
tions as well as the customizable combining 
of textures.These new capabilities prompt us 
to consider non-photorealistic techniques 
that were too expensive to use just a few 
years ago. 

The interactivity made possible by today's 
faster CPUs and graphics cards also permits 
the development of entirely new visualization 
algorithms which take full advantage of this 
performance. One example is a technique 
which we call kinetic visualization [7], which 
uses motion as a means for providing supple- 
mental shape cues for the visualization of 

static data.The technique is inspired by ideas 
from kinetic art and is non-photorealistic in 
the sense that motion is used to view struc- 
tures that are inherently static. 

Non-Photorealistic Volume Rendering 
Str ict ly speaking, t rad i t iona l  volume 
rendering is not necessarily a form of photo- 
realistic rendering, since it often involves the 
visualization of values such as temperature, 
pressure and density that are not directly 
visible in reality. Nevertheless, by applying 
artistically inspired NPR methods to volume 
rendering, creating more effective visualiza- 
tions is possible. Ebert and Rheingans [ I ]  
describe a software approach for non-photo- 
realistic volume rendering using techniques 
that include silhouette edge rendering, cool- 
to-warm shading and depth-cued color varia- 
tion. In our work [6] we show how texture 
hardware on consumer PC graphics cards 
can be used for interactive volume rendering 
with a number of non-photorealistic tech- 
niques. It is also possible to utilize a cluster 
of graphics card equipped PCs to achieve 
interactive NPR of large volumes. 

Volume Rendering with Graphics Hardware 
Direct volume rendering can be accom- 
plished by drawing a set of view-aligned 
polygon slices that sample a 3D texture 
containing the volumetric data [9]. Multi- 
tex tur ing allows several textures to be 
combined on a single polygon during the 
rendering process. By utilizing several sepa- 
rate volumetric textures that store scalar 
data value, gradient magnitude and gradient 
direction, and combining them with dynami- 
cally adjusted color palettes, several different 
NPR techniques can be rendered interac- 
tively using graphics hardware. The Nvidia 
Geforce3 has four  tex ture  units, which 
means a to ta l  of  four  textures can be 
blended onto a single polygon. For some 
effects, additional rendering passes can be 
added, which consist of blending additional 
textured polygons on top of the previously 
rendered polygons in the frame buffer. 

Paletted textures store indices into a 
color palette that samples the RGBA (red, 
green, blue, alpha) color  space. Paletted 
textures are wel l  suited for  stor ing a 
volume's original data samples and gradient 
magnitudes since these are scalar values and 
not colors to begin with. In addition, these 
values are typically rendered with some type 
of lookup table palette (transfer function in 
the case of data values). Paletted textures 
can also be used to store normal ized 
gradient directions by quantizing each vector 
direction into some finite set directions. 
Thus, each possible index represents a 
sample in a finite set of normalized direc- 
t ions. Through the manipulat ion of the 

palette over time, paletted textures can be 
varied based on transfer function or  the 
viewing parameters wi thout changing the 
data stored in the textures themselves. It is 
important to use a representation like this 
which avoids any manipulation of data that is 
stored for every voxel since volumetric data 
sets tend to be large, and traversing an 
ent ire volume in software can severely 
hamper interactivity. 

Non-photorealistic Illumination 
Artists often illustrate lighting by not only 
varying pigment value (intensity) but also 
through the variation of color temperature. 
Directly illuminated objects are represented 
with warmer colors which include yellow, 
orange and red. Gooch et al [3] use cool-to- 
warm shading for  the i l luminat ion of 
surfaces.They present a shading model which 
allows extreme color values to be reserved 
for outlines and highlights. 

The cool-to-warm shading described by 
Gooch et al can be implemented by modu- 
lating each voxel color with a lighting texture 
that manipulates co lor  temperature.  As 
described in the previous section, a paletted 
normal direction texture can be used, with 
each texel  containing an index into a 
sampling of a normalized vector space.The 
palette for this texture is created by first 
calculating the dot product between each 
possible normal direction and the light direc- 
tion. Once the dot product is calculated, the 
color temperature variation for that product 
is looked up in a shading colormap specified 
by the user. 

The manipulation of the saturation of the 
colors used in the shading colormap can 
control how much temperature variation in 
shading is visible. By making the colors more 
saturated, the effects of this type of shading 
becomes more subtle permitting more of an 
object's original color (as specified in the 
transfer function) to be seen. Furthermore, 
by changing color value across the shading 
colormap more traditional lighting with vari- 
ation in color intensity can be produced. 

Silhouette Edges 
Silhouette edges have been utilized for the 
illustration of surfaces since dark lines drawn 
around an object can be effective in showing 
an object's structure.  Si lhouet te edge 
render ing can be par t icu lar ly  useful in 
volume render ing appl icat ions because 
transfer functions are often set such that 
objects are semi-transparent, sometimes 
making spatial relationship difficult to deter- 
mine. Silhouette rendering can be accom- 
plished by using the paletted gradient direc- 
tion texture with the color palette adjusted 
such that voxels with gradient perpendicular 
to the view direction are modulated to black. 
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Position Color Cues 
Color can be manipulated based on distance 
to improve depth percept ion [2]. Aerial  
perspective has been used by painters to 
convey depth through the variation of color 
hue and value based on depth. Often warmer 
hues are used for the foreground and become 
cooler in the background. This can be imple- 
mented in hardware using an I D texture that 
modulates the color of the rendered volume 
along some direction. 

Through non-linear fading of the alpha 
channel along the view direction, closer mate- 
rial can be made more transparent making 
underlying features more visible, with fore- 
ground material still slightly visible to provide 
context for the features of interest as shown 
in the right image in Figure I. Figure 2(0, on 
the other hand, shows a fading of opacity 
based on vertical position. 

Multiple Rendering Styles 
Sometimes it is desirable to vary the 
rendering styles for  dif ferent parts of a 
volume. This can be done by permitting the 
user to specify multiple transfer functions, 
each with its own set of NPR parameters. 
Each transfer function can be set to render a 
different type of object in the volume. By 
varying the NPR parameters, and rendering 
the volume with the multiple transfer func- 
tions simultaneously, it is possible to empha- 
size or de-emphasize the different types of 
objects in a volume. 

One result of using mult ip le sets of 
rendering parameters is that the parameter 
space is multiplied in complexity, making 
in teract iv i ty  all the more impor tant .  
Rendering is accomplished by simply applying 
an extra set of rendering passes for each 
additional transfer function. 

A Complete Example 
To summarize the process, we use a CT scan 
of feet to illustrate the effect of each NPR 
technique. Cool-to-warm shading is shown in 
Figure 2(a) and when combined with the orig- 
inal colors defined by the transfer function 
result in the image seen in Figure 2(b).The 
addit ion of warmth and coolness to the 
volumes does not yield distinctly warm or 
cool colors, but rather results in a variation in 
relative temperature to indicate shape infor- 
mation. Notice however, that there is little 
var iat ion in co lor  intensity across each 
volume making it still difficult to gain depth 
clues as to the spatial interactions of the 
rendered structures.With the addition of the 
silhouettes edges seen in Figure 2(c), the indi- 
vidual structures become much clearer as 
seen in Figure 2(d). 

Finally in Figure 2(e) and Figure 2(0 we see 
the result when a second set of rendering para- 
meters is used to render the tlesh material with 
a more conventional rendering style. Using posi- 
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t ion based variation in opacity the lower 
portions of the feet are more transparent in 
Figure 2(0 making the bones more clearly visible. 

Kinetic Visualization 
Motion provides strong visual cues for the 
perception of shape and depth, as demon- 
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strated by cognitive scientists and visual 
artists. The kinetic visualization technique we 
have developed uses particle systems to add 
supplemental motion cues which can aid in 
the perception of shape and spatial relation- 
ships of static objects. Based on a set of rules 
following perceptual and physical principles, 
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Figure 3: Kinetic visualization uses particles that 
flow over an object's surface to illustrate shape. In 
this case kinetic visualization is mixed with a 
traditional volume rendering of a tooth data set. 

particles flowing over the surface of an object 
bring out shape information of the object that 
might not be readily visible with conventional 
rendering. By giving the user interactive control 
over how these rules are applied, animations 
can be tuned to attract attention to and clarify 
specific aspects of a visualization.The method is 
not meant as a replacement for traditional 
rendering techniques that use lighting and 
changes in viewpoint to show structure, but 
instead can be used to provide supplemental 
shape cues that aid in perception. 

Figure 3 shows the particles used in kinetic 
visualization. In this case, the particles are 
combined with traditional volume rendering 
to illustrate the surface of a tooth data set. 
Note that since kinetic visualization relies 
exclusively on motion cues, a static image 
does not illustrate the technique itself. 

The particles used in kinetic visualization 
are governed by a set of rules designed to 
result in particles that indicate shape by 
smoothly flowing over an object, with locally 
consistent directions, and a density distribu- 
t ion that does not let particles "c lump" 
together in regions of l i t t le interest. The 
motion of particles along an object's surface 
helps improve shape perception over time by 
presenting the viewer with a set of vectors 
(trajectories) that run parallel to a surface. 
Therefore particles are given velocities that 
favor motion along a surface or perpendicular 
to gradient direction in a volumetric case. 

Interrante [4] describes how line integral 
convolution along the principal curvature 
directions can generate brush-like textures 
that create perceptually intuitive visualizations 
since the result ing textures " fo l l ow the 
shape" of the object being rendered. Similarly 

we use principal curvature directions to 
create particles that "follow the shape" of a 
surface. Particle velocities are adjusted so the 
particles flow in a direction that favors one of 
the principal curvature directions chosen by 
the user. 

Since particles moving in opposite direc- 
tions can distract the user and make their 
motion less clear, rules can be imposed to 
give the particles more consistent behaviors. 
One way this can be achieved is to give the 
particles flock-like behavior as described by 
Reynolds [8]. Flocks exhibit motion that are 
fluid, with each member still exhibiting indi- 
vidual behavior. Thus flocking can be used to 
add local uniformity to particle motion while 
still allowing particles to have motion shaped 
by outside forces like principal curvature 
direction. 

Several animation sequences generated 
with kinetic visualization can be downloaded 
from http:llwww.cs.ucdavis.edul~ma/ 
papers/kinvis.The animations show particles 
that f low over surfaces and help to clarify 
ambiguous structures. Particles are rendered 
in hardware as textured polygons and can be 
combined with other visualization methods 
like hardware accelerated volume rendering. 
Using graphics hardware and today's faster 
CPUs provides the interactivity necessary for 
any fine tuning of motion parameters that 
might be desired by the user. 

Conclusion 
Interactive fine turning of NPR parameters 
can allow for the creation of visualizations far 
more effective than those that would be 
made with slower software-based methods. 
Consequently, we foresee increasing the use 
of NPR in scientific data visualization. 

There are a number of areas where future 
work can be devoted. Working closely with 
scientists in different fields, interactive NPR 
can also be applied to a wider range of visual- 
ization tasks. New NPR algorithms can be 
developed to take advantage of the new 
features that will be found in the next genera- 
tion of graphics hardware. By developing new 
rendering algorithms that mimic a wider 
range of artistic styles, even more effective 
visualizations can be created. 
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