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Multi-Charts for Comparative 3D Ensemble Visualization

Ismail Demir, Christian Dick and Rüdiger Westermann

Fig. 1. Multi-chart visualization of a temperature ensemble forecast from the ECMWF Ensemble Prediction System (EPS), ECMWF’s
operational ensemble weather forecast system [30]. The ensemble consists of 51 members of resolution 256×128×64 each. Each
bar in the multi-chart is associated with a distinct 3D subdomain, and encodes the distribution of the ensemble members in this
subdomain by means of a histogram. In addition, a few user-selected ensemble members are depicted using polylines. By means
of brushing in the multi-chart view (indicated by yellow background color), the user has selected regions where the range over the
ensemble members and thus the uncertainty is high. The selected regions are instantly emphasized in the 3D view.

Abstract—A comparative visualization of multiple volume data sets is challenging due to the inherent occlusion effects, yet it is im-
portant to effectively reveal uncertainties, correlations and reliable trends in 3D ensemble fields. In this paper we present bidirectional
linking of multi-charts and volume visualization as a means to analyze visually 3D scalar ensemble fields at the data level. Multi-charts
are an extension of conventional bar and line charts: They linearize the 3D data points along a space-filling curve and draw them
as multiple charts in the same plot area. The bar charts encode statistical information on ensemble members, such as histograms
and probability densities, and line charts are overlayed to allow comparing members against the ensemble. Alternative linearizations
based on histogram similarities or ensemble variation allow clustering of spatial locations depending on data distribution. Multi-charts
organize the data at multiple scales to quickly provide overviews and enable users to select regions exhibiting interesting behavior
interactively. They are further put into a spatial context by allowing the user to brush or query value intervals and specific distributions,
and to simultaneously visualize the corresponding spatial points via volume rendering. By providing a picking mechanism in 3D and
instantly highlighting the corresponding data points in the chart, the user can go back and forth between the abstract and the 3D view
to focus the analysis.

Index Terms—Ensemble visualization, brushing and linking, statistical analysis

1 INTRODUCTION

Volume rendering is a standard method to visually convey the infor-
mation content in 3D scalar fields. Especially when transfer functions
in combination with interactive approaches are used, volume render-
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ing allows effectively revealing the location and shape of relevant fea-
tures, as well as their spatial relationships. Volume rendering, on the
other hand, faces the problem of spatial occlusions and attenuation ef-
fects. This limits the number of features that can be visualized simul-
taneously, and it lowers the effectiveness of volume rendering without
prior knowledge of features and their locations in space. In partic-
ular when volume rendering is used to explore multi-variate fields,
requiring quantitative comparisons across multiple parameters, these
limitations are further increased.

A solution to remedy this situation is to combine techniques from
information visualization and volume rendering via brushing and link-
ing [9, 6, 39, 56]. Such techniques first generate an overview of the
data via attribute views, and brushing functionality in these views is
then used to select data values meeting certain criteria. The attribute
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views are linked to a 3D view generated via volume rendering, so that
any selection in attribute space triggers an immediate visual feedback
on the respective spatial locations. Popular attribute space representa-
tions are scatterplots, histograms, or parallel coordinates.

In this work we shed light on the use of brushing and linked vol-
ume rendering for visualizing 3D scalar ensemble fields f : R3 ×
{1, ...,m} → R. Ensembles are usually generated by m ∈ N repeated
simulations of one or multiple parameterized models using slightly
modified parameter settings. Each simulation run, or ensemble mem-
ber, captures the values of the same attribute at a set of locations in
3D space. In particular for large numbers of ensemble members, i.e.,
40,000 in one of our applications, treating ensembles as multi-variate
data with m parameters per spatial point and using visualization tech-
niques for such data is unfeasible.

Our goal is to quickly guide the user towards locations where the
data values and their distributions are similar or differ significantly
over the ensemble members, and to further enable a quantitative com-
parison of a specific ensemble member to all others. In principle this
task can be performed by computing confidence intervals at each point
in space and visualizing these intervals via volume rendering. Yet due
to the limitations of volume rendering it becomes difficult to visually
resolve the relevant information in the generated views. Another well
researched approach is to condense the displayed information by fo-
cusing on particular features in the data [35, 4], like isosurfaces, and
show their possible spatial variations over the ensemble. Recently,
the comparative visualization of the data variations at selected loca-
tions in space and time has shown a promising strategy for 2D ensem-
bles [18, 19].

1.1 Contribution

In this work we present an alternative visualization technique for 3D
ensemble fields when prior knowledge about relevant features and
their spatial occurrences is not available. In this situation a global
comparative visualization of the ensemble at the data level is required,
and the use of a fully automated analysis technique is prohibited in
general, due to the uncertainty about what we are looking for.

To address these aspects, we suggest a visual interface for analyzing
statistical properties of 3D ensemble fields effectively and, thus, to en-
able the user to guide the analysis process towards relevant character-
istics. Our approach builds upon a new volume representation, which
provides an abstract view in which the spatial locations and the varia-
tions of the data values at these locations over the ensemble members
can be distinguished simultaneously. The abstract view is generated
via a linear layout of 3D space and by using multiple stacked and com-
bined bar and line charts, so called multi-charts, to visualize the data.
The bar charts encode statistical ensemble summaries in sub-areas of
the 3D domain, and the line charts depict the variations of specific
ensemble members. The user can interactively brush the multi-chart
to select regions exhibiting certain statistical properties. Linked 3D
views provide an immediate visual feedback to these operations. To
further enable a visual analysis of the relationships between the data
variations at different locations, we utilize similarity-based sorting and
clustering techniques on these variations.

The specific features of our approach are:

• A 1D visual level-of-detail volume representation using a Hilbert
curve linearization of space.

• The simultaneous use of bar charts to show statistical summaries
and line charts to emphasize specific ensemble members.

• The combined use of automated statistical data mining tech-
niques and visually guided user interaction to detect and analyze
relevant data characteristics.

The remainder of this paper is organized as follows. Next, we re-
view work that is related to ours. We then give an overview of our ap-
proach, including a description of the basic functionality it provides.
Next, we introduce multi-charts, and we describe their principal lay-
out as well as the kind of statistical information they encode. This

is followed by discussion of the similarity-based arrangement of the
chart, and the bidirectional linking we propose to enable 3D spatial
views of the selected data points. We then demonstrate applications
of multi-charts in a number of real-world examples from meteorology,
fluid simulation, and astrophysics. We conclude the paper with some
remarks on future work in the field.

2 RELATED WORK

Our approach belongs to the category of summary-based ensemble
visualization techniques, which compare sample properties at fixed
locations and also investigate the relationships between the samples
at different locations in the dataset. It uses descriptive statistics for
data analysis, taking into account the frequency of occurrence of data
values over multi-dimensional intervals, as well as their correlations.
Besides ensemble visualization, our technique has overlap with tech-
niques in the categories brushing and linking, and diagram techniques.

Ensemble Visualization: Ensemble visualization can be seen as
a sub-area in the broader field of uncertainty visualization, where
the data uncertainty is given by a set of possible occurrences of
the data. The importance of uncertainty visualization has been ac-
knowledged more than a decade ago [35], and since then a number
of overviews and taxonomies of uncertainty visualization techniques
have been published [22, 33, 50, 10, 42, 16]. The uncertainty informa-
tion in ensemble fields has often been exposed by visualizing quanti-
ties such as mean and standard deviation via color maps, opacity, tex-
ture, animation, and glyphs [55, 4, 44, 32]. Feature-based approaches
have been used to derive from 3D ensembles the effect of the uncer-
tainty on the position and structure of particular features in the data,
such as iso-surfaces, and to visualize these effects via confidence en-
velopes [35, 57, 40, 38], geometric displacements [11], or surface an-
imation [3].

Potter et al. [43] have demonstrated the combination of linked sta-
tistical visualization techniques and user interaction for 2D weather
ensembles. Thompson et al. [49] proposed a volume rendering tech-
nique showing statistical summaries at different resolution levels in
3D space. In meteorology and geoscience, so called spaghetti plots
are widely used to show simultaneously all iso-contours in the mem-
bers of a scalar ensemble. Sanyal et al. [46] enhanced spaghetti plots
by glyphs and confidence ribbons to highlight the Euclidean spread
of contour ensembles. Recently, Höllt and co-workers [18, 19] have
demonstrated the use of time-series glyphs for the comparative visual-
ization of 2D ensemble values at two different positions over time.

Brushing and Linking: Brushing and linking is based on the con-
cept of using two or multiple different views on the same data points
to emphasis different aspects in the data [1, 48, 53, 26]. Further-
more, these views can be linked to each other, so that selections in
one view—performed via any kind of brushing functionality—are di-
rectly applied in the other views. Variations and extension of this con-
cept have been proposed with respect to alternative attribute views in
which brushing is performed as well as improved selection strategies.
Popular attribute space representations are multi-dimensional scatter-
plots [39], (time-dependent) histograms [29], or parallel coordinates
[20, 15]. The combination of brushing and linking with focus+context
techniques has been proposed in [14, 5]. For analyzing (time-varying)
multi-variate 3D fields, brushing and linked 3D views has been pro-
posed [8, 9, 6, 24, 56, 23, 25]. In volume rendering applications,
a number of multiple view approaches have been used for advanced
structure exploration and navigation, for instance, in [51, 52, 12], to
name just a few.

Diagram Techniques: Diagram based techniques like bar, box or
line charts, like the graphical primitives we use in this work, are fre-
quently employed in information visualization to analyze large sets of
categorial and numerical data. Bar charts are widely used for sum-
marizing categorical data, and they are typically applied to show ag-
gregated values for the categories they present. To also allow bar
charts to present detailed information of the categories, pixels within
the bars have been used to further encode this information [27, 28].
Box plots [7], on the other hand, use bars as graphical elements, but
they are augmented by additional visual cues to display the data values
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as well as important characteristics of the data, such as spread or quar-
tile. Potter et al. [41] have proposed an extension of box plots to also
show statistical data summaries. They have also made use of the con-
cept of violin plots [17] to reveal data distributions via the shape of the
plotted primitives. Recently, Whitaker et al. [54] introduces contour
boxplots for improved visualization of uncertainty in spaghetti plots of
isocontours or level sets, taking into account the ordering of multivari-
ate data. A two-sided violin glyph was introduced by Höllt et al. [19]
to show the data distributions at two different locations in space. An-
other diagram based technique are voxel bars [34], an extension of
pixel bar charts, where groups of 3D voxels are packed into graphical
primitives in a 2D coordinate system, and structures and relationships
are emphasized via specific bar colorings.

3 OVERVIEW

Our method starts with an ensemble of scalar data sets given on a
fixed 3D grid structure. We restrict to 3D Cartesian grids, even though
arbitrary grids can be handled in much the same way as described.
The data is first structured in an hierarchical manner, computing at
each node statistical information of the data values this node represents
(see Section 5). The visualization is then performed according to the
following concepts and principles:

Multi-Charts: First an abstract volume representation is con-
structed. It is based on the idea to view a 3D ensemble data set by
linearizing the data locations and visualizing the data variations over
the ensemble members via bar and line charts, so called multi-charts.
The data values are drawn as a dense sequence of primitives over a
1D domain, and multiple such sequences are shown at once depend-
ing on the size of the plot area. Figure 1 shows the basic layout of a
multi-chart in the plot area.

Multiresolution Ensemble Summaries: Every bar encodes aggre-
gate (statistical) information about the data variations across multiple
ensemble members in a certain spatial area, and every line speaks for a
particular member and allows comparing this member against all oth-
ers (see Figure 1). Since the viewport into which the chart is drawn has
a fixed resolution, only a limited number of locations can be visualized
at once. Therefore, overviews taken from a multi-resolution represen-
tation of the 3D ensemble are shown first. In line with the informa-
tion seeking mantra “Overview first, zoom and filter, then details-on-
demand” proposed by Shneiderman [47], the user can then zoom into
the data to guide the analysis towards those regions showing interest-
ing behaviors.

Brushing and Querying: To enable a data-driven analysis, the user
can select regions in which the data values meet certain criteria inter-
actively, and these regions are instantly highlighted in the 3D view.
Selecting is performed by brushing or querying in the chart domain, as
outlined in Figure 1 by the yellow shaded region. To ease the selection
process, regions, i.e., their corresponding bars, can be sorted automat-
ically according to increasing/decreasing values of derived statistical
measures. The selection can also be manipulated in the 3D view, with
the multi-chart view being synchronized accordingly.

Spatial Clustering and Correlations: When analyzing ensembles,
one further important operation is clustering of regions which show
similar value distributions over the ensemble members. Such opera-
tions can help domain experts obtain insight into the sensitivity of the
simulation processes to the kind of parametrization, and they are es-
pecially important to detect short- and long-range correlations in the
data. To enable this, we provide automatic cluster mechanisms based
on the similarity of value distributions (or local histograms), and we
arrange bars according to the data similarity in the corresponding re-
gions automatically. Spatial clustering is demonstrated in Figure 8.

We now describe the different components of the ensemble visu-
alization technique and their realization. Throughout the following
discussion the main focus is laid on an interactive visual exploration
of scalar 3D ensembles, to locate regions in which the data distribu-
tions exhibit certain properties. Since locating and picking regions via
3D volume rendering is difficult, we ease the navigation in 3D space
via a slice-based visualization of the 3D domain, i.e., the volume is
decomposed into a set of slices having a width of one voxel block (see

Fig. 2. From top to bottom: Zooming into the multi-chart. The bars
are automatically refined when their width exceeds a certain threshold.
To improve visual coherence, a vertically striped background pattern is
employed to illustrate set of refined bars.

Figure 1). In this visualization, spatial locations and relationships can
be perceived far more effectively, and interesting regions can be picked
in an easy way.

4 MULTI-CHARTS

We assume that the ensemble data set is given on a 3D voxel grid.
To provide multi-charts at multiple levels of detail, we partition the
voxel grid into approximately equally-sized voxel blocks consisting of

roughly 2ℓ× 2ℓ× 2ℓ voxels, where the level ℓ is selected by the user.
ℓ = 0 denotes the finest level, where each voxel block consists of a
single voxel. The multi-chart is then constructed at the granularity of
voxel blocks, i.e., each voxel block is represented by a single bar, or
by a single point which is connected to its neighboring points via line
segments. Bar and line charts can be displayed together.

Our multi-chart visualization method is based on linearizing the 3D
grid of voxel blocks. We have identified two particular design goals
for this linearization: First, the linearization should preserve spatial
relationships as good as possible, in particular, linearization-adjacent
voxel blocks should also be adjacent in 3D space. Second, the lin-
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earization should be consistent over multiple levels of detail, i.e., the
eight voxel blocks that constitute a single voxel block at the next
coarser level should be adjacent within the linearization. This ensures
visual coherence when the user switches between two different levels
of detail, in that a bar is decomposed into eight adjacent bars when
switching to the next finer level, or eight adjacent bars are merged into
a single bar when switching to the next coarser level.

To construct a linearization with these properties, we employ a
space filling curve. In particular, the Hilbert curve is known to pre-
serve spatial relationships well, and due to its octree-based hierarchical
construction principle, leads to the desired consistency over multiple
levels of detail. Since the standard Hilbert curve is defined on grids
with the same power-of-two extent in each dimension, we use a gener-
alized Hilbert curve [13] that supports unequal power-of-two extents
in each dimension. To allow for the application of our method to a
voxel grid of arbitrary size n1 × n2 × n3, we proceed as follows: Let

ki := ⌊log2(ni)⌋, such that 2ki is the largest power-of-two less or equal
than ni (i = 1,2,3). Then, at level ℓ ∈ {0,1, ...,min{k1,k2,k3}}, the

voxel grid is decomposed into 2k1−ℓ×2k2−ℓ×2k3−ℓ voxel blocks. The
voxel block grid thus has power-of-two extents, allowing for the con-
struction of a generalized Hilbert curve according to [13]. Let blocks
and voxels be identified by 3D integer indices, counting from zero in
each dimension. Voxel block (x̃1, x̃2, x̃3) then consists of all voxels
(x1,x2,x3) satisfying

⌊

x̃i ·2
ℓ ·

ni

2ki

⌋

≤ xi <
⌊

(x̃i +1) ·2ℓ ·
ni

2ki

⌋

(i = 1,2,3).

The resulting voxel blocks are almost of equal size (along each direc-
tion, their size varies by at most one voxel), and exhibit compact shape
(the ratio of the largest to the smallest edge is at most two). Per con-
struction, subsets of 2×2×2 voxel blocks constitute a single block at
the next coarser level. At level ℓ = 0, the blocks consist of between
one and eight voxels. To allow the user to explore the data set also
at voxel granularity, an additional level ℓ = −1 is added, where voxel
blocks consist of individual voxels. The linearization at this level is
derived from the linearization at level ℓ = 0, with each voxel block
being further linearized in lexicographical order.

The multi-chart then is generated by displaying bars and line seg-
ments corresponding to voxel blocks in the order imposed by the de-
scribed linearization. To fully utilize the size of the screen, the chart
is displayed in a set of multiple rows. At the beginning of the visual
exploration process, the number of rows is set to eight, and we auto-
matically select a level of detail such that the number of bars per row
is at most 256.

Considering the navigation within the chart, we provide zooming
and panning by operating the mouse. Zooming can be performed inde-
pendently for each axis, or simultaneously for both axes. To simplify
navigation in the chart, the current position and extent of the view-
port are displayed in an overview window (see Figure 1). The user
can prescribe a specific level of detail, or use automatic level of detail
selection coupled to horizontal zooming. The latter is implemented
by automatically switching to the next finer (coarser) level of detail,
whenever the bar pixel width exceeds (falls below) a certain threshold
(we use a threshold of 64 and 8 pixels, respectively). To achieve visual
coherence, the width of the bars is decreased (increased) by a factor
of eight, when switching to the next finer (coarser) level, such that a
bar and its associated set of refined bars occupy the same position.
The bars are displayed using a uniform width, except for level ℓ=−1,
where we have to use a variable width in order to compensate that the
bars at level ℓ= 0 are decomposed into a variable number of bars.

To further improve the visual coherence when switching between
levels of detail during zooming, we employ a background pattern
based on vertical stripes that are aligned with the bars (see Figure 2).
The stripes are colored alternately using gray at two different intensi-
ties, and are used to indicate the sets of refined bars resulting from the
decomposition of the bars at the previous coarser level. Consider the
case of zooming into the chart (zooming out is similar). When switch-
ing to the next finer level, the stripes initially remain unmodified, such
that the sets of refined bars become visible. Only when further zoom-

ing into the chart, the stripes are also refined using a gradual transition.
This transition is completed before switching to the next finer lever
again, such that the process restarts from the beginning.

While in our current implementation we only consider data sets on
3D voxels grids, in principle our method can also be applied to un-
structured grids. This can be achieved by using a hierarchy of rectan-
gular grids to partition the 3D domain at multiple levels of details, such
that vertices of the unstructured grid lying in the same grid cell are as-
signed to the same subset. Our method then is applied to these subsets,
i.e., the subsets relace the voxel blocks in the previous description.
This construction principle also works when the unstructured grid is
time-dependent, since the rectangular grid remains fixed.

5 MULTIRESOLUTION ENSEMBLE SUMMARIES

To guide the visual exploration of the ensemble data set, we provide
two different types of multi-charts.

Our first type of multi-chart (see Figure 3, top) is devoted to analyz-
ing how uncertainty is quantitatively distributed over the 3D domain.
For each voxel of the data set, we compute the range (i.e., the differ-
ence between the maximum and the minimum value) over the set of
ensemble members, and use this value to quantify the level of uncer-
tainty at that voxel. In order to reduce the influence of outliers, the
quantile range between the p and (1− p) quantiles can be used alter-
natively (p ∈ [0,0.5[). Then, we depict the distribution of the range
values within each voxel block by means of a histogram encoded into
a bar as follows: The histogram is determined by means of kernel den-
sity estimation [45, 36], using 128 bins and Gaussian kernels. The
vertical extent of the bar reaches from zero to the maximum of the
range values in the considered block. The histogram is visualized by
using the histogram density values (scaled by a user-specified factor)
as the color intensity along the vertical range of the bar. To indicate an
overflow of the color intensity, a special color (blue) is used. Between
zero and the minimum range value, a constant color intensity of 0.25
is used. In this way, the minimum and maximum range values become
clearly visible.

It is worth noting that by showing the distribution of range values
(rather than for example only depicting their average or maximum),
each voxel is accurately represented at all levels of detail, and the
method is robust in the context of outliers. To support the user in
rapidly identifying regions with low and high uncertainty, we addition-
ally color-code the range value by means of a linear green-red color
scale, where green and red denote low and high uncertainty, respec-
tively. Note that this color-coding is redundant, in that the range value
is already determined by the distance from the zero line.

In addition to the range value, it is also possible to visualize per-
voxel-block histograms of other statistical quantities, such as the mean
or the standard deviation when analyzing ensemble data sets that are
known to follow a Gaussian distribution.

While the first type of multi-chart can effectively reveal the distri-
bution of uncertainty over the 3D domain, the second type (see Figure
3, bottom) is designed for providing a detailed insight into the par-
ticular distribution of the ensemble members, as well as studying the
relationships among a subset of the members, or between a member
and the entire ensemble. For each ensemble member, we first compute
the average of the values as well as the difference (here referred to
as delta value) between the maximum and the minimum value within
each voxel block. The delta value describes the spatial variance of
each ensemble member in the considered block. Our visualization ap-
proach then is based on representing each ensemble member by its
average value within each voxel block. Clearly, using average values
can lead to misinterpretations if the spatial variations are too high. In
this case, it is necessary to perform the analysis at a spatially higher
resolution.

We then visualize the distribution of the ensemble members by plot-
ting the distribution of the corresponding average values within each
voxel block by means of a histogram encoded into a bar. We pro-
ceed in the same way as for the first type of multi-chart, i.e., we again
construct the histogram via kernel density estimation, which is then
depicted by means of adapting the color intensity along the vertical
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Fig. 3. Two different types of multi-charts are provided. The bars are encoding histograms, either showing per-voxel statistical quantities (here: the
range over all ensemble members) within the subregion associated with each bar (top), or the distribution of the ensemble members, based on
the average of each ensemble member within each subregion (bottom). In the latter type of multi-chart, a user-selected subset of the ensemble
members can be additionally displayed via horizontal line segments or polylines. In the top and bottom image, corresponding bars show the same
subregion.

Fig. 4. Visualization of the distribution of the ensemble members. Top
left: Histogram only. Top right: Histogram and polylines. Bottom left:
Histogram and horizontal line segments. Bottom right: Polylines with
color-coding of individual members.

range of the bar. To incorporate the delta values, for each block, we
compute the maximum delta value over the set of ensemble members,
and depict this maximum by means of color-coding of the entire bar
using a linear green-red color scale. Using green and red for low and
high delta values, respectively, the red color indicates that it is neces-
sary to switch to a finer level of detail, in order to perform an accurate
data analysis in the respective subregion associated with the bar.

In addition to showing the distribution of the ensemble members via
bars, we provide the possibility to visualize the ensemble members—
or a user-specified subset—via lines, which are laid over the bars. We
have implemented two variants (see Figure 4): Depicting ensemble
member using horizontal line segments, or using polylines. Option-
ally, color-coding of the lines can be used to support tracking of indi-

vidual ensemble members or groups of ensemble members throughout
the diagram. Colors can be assigned automatically by member id us-
ing a discrete color table, or manually by mouse operation. We further
provide the option to encode the delta value using a linear blue-red
color scale, where blue and red denote low and high delta values. It
can be seen that the polyline-based approach facilitates tracking of in-
dividual ensemble members throughout the multi-chart. In contrast, it
is almost impossible to track individual members in the visualization
based on horizontal line segments. However, the latter approach can
be employed as an alternative to histograms for visualizing the distri-
bution of the ensemble members, when the ensemble consists of only
a few members. A drawback of the polyline-based approach is that
line segments can have a very high slope, when the bar width is small,
leading to visual cluttering. We address this issue by automatically
hiding the polylines when the bar width is less than 16 pixels.

To facilitate the interactive exploration of ensemble data sets with a
large number of ensemble members, the ensemble summaries are pre-
computed and stored on disk. In particular, for each voxel block (on
all levels), we precompute the histogram of the per-voxel ranges and
the histogram of the per-member averages, as well as statistical quan-
tities such as the minimum/maximum/mean of the per-voxel ranges,
the minimum/maximum/mean/standard deviation of the per-member
averages, and the maximum of the delta values. In total, the ensemble
summaries require about 1 kB per voxel block (using 128 bins for the
histograms).

Depicting individual ensemble members requires the per-member
average values within each voxel block. These values are stored in a
separate data file, consecutively for each voxel block. Note that on
the finest level, where each voxel block consists of a single voxel, the
initial ensemble data set is stored.

The ensemble summaries are completely loaded into main mem-
ory at the beginning of the interactive visualization session. This is
required to enable the sorting of voxels blocks according to specific
criteria, as described in the following section. It is worth noting that
the memory size of the ensemble summaries is independent from the
number of ensemble members, but depends on the spatial resolution
of the data set. For very high-resolution data sets, a viable option to
reduce memory requirements is to skip pre-loading of histograms for
the very finest levels (which however disables sorting of voxel blocks
according to histograms on these levels). In contrast, the per-member
average values are fetched from disk on demand, i.e., only data values
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Fig. 5. Sorting of the bars to support selection of regions with similar
characteristics: After sorting of the bars, the user brushes into the multi-
chart (middle). The selection remains active after the bars have been
rearranged into their original order (bottom). The respective selection is
also shown in the 3D view (top). Here and in the following figures, only
a single slice of the 3D volume is shown for illustration purposes.

Fig. 6. Top and bottom row: After zooming into two of the regions de-
termined in Figure 5, visualizing histograms of per-voxel ranges reveals
areas of particular high uncertainty.

that are currently visible in the viewport are loaded into memory. To
hide disk access latencies, a prefetching scheme based on rectangular
prefetching regions arround the viewport (one per level of detail) has
been integrated.

6 BRUSHING AND QUERYING

The user can brush arbitrary bars interactively in the multi-chart view,
and the spatial regions corresponding to the selected bars are instantly
highlighted in the 3D view. Brushed bars are highlighted by a yel-
low background as shown in Figure 5 for the ECMWF temperature
ensemble forecast, introduced in Figure 1.

In addition, we provide the option to sort the bars with respect to
different statistical measures, such as mean value and standard devia-
tion of the average values per ensemble member in each region, or the
maximum/minimum/mean of the per-voxel statistics in each region.
Sorting with respect to histogram similarity will be described in the
next section. By brushing in the sorted representation, the user can se-
lect all relevant spatial regions in an easy way. This is shown in Figure
5 (middle), where the spatial regions exhibiting highest difference be-
tween any two ensemble members are selected. Note that in this chart
the bar height encodes only the range (difference between maximum
and minimum), rather then the maximum over all ensemble members.
In the 3D view the selected regions are highlighted instantly.

When switching back to the order given by the Hilbert curve, as
shown in Figure 5 (bottom) (now the bar height encodes the maxi-
mum), the brushed selection remains active (see yellow background),
and, in the current example, the selected regions distribute on roughly
four clusters in the abstract multi-chart view. Due to the good preser-

Fig. 7. Selection of bars by querying operations. Each pair of images,
from top to bottom: The user selects some bars (top), and asks for all
other bars having a range that is higher than the minimum / lower than
the maximum / within the interval given by the minimum and maximum
of the ranges of the selected bars (bottom).

vation of locality of the Hilbert curve order, these cluster correspond
to spatial clusters, as shown in Figure 5 (top). One can clearly see that
a higher degree of uncertainty occurs in regions exhibiting lower mean
values. Interestingly, although not shown here, this property holds true
for the whole domain.

When relating each cluster in the multi-chart view with its corre-
sponding geographical area on the map, one finds that the third cluster
from the left roughly embodies the region containing the North Sea
and Baltic Sea. To further analyze the selected regions we visualize
the per-voxel range and zoom into the third (Figure 6, top row) as well
as first and second (Figure 6, bottom row) clusters. Since the delta val-
ues are relatively high for these regions, as indicated by the bars’ red
color, we switch to a chart depicting histograms of per-voxel ranges.
We then select regions where the uncertainty is particular high. This
guides us to a region containing two larger islands in the Baltic Sea,
and two regions in the coastal area between Greenland and Iceland.

To select regions based on specific data values or statistical mea-
sures, the user can also use select queries. This is realized by using
expressions, such as Min and Max on all the different statistical mea-
sures. Min and Max queries give all bars and corresponding spatial
regions where the measures are respectively below and above a speci-
fied value. Range queries allow selecting regions exhibiting measures
in specific intervals. Furthermore, the user can select particular mem-
bers and let them highlight as a line chart in the multi-chart view. Some
typical query operations are shown in Figure 7.

7 SPATIAL CLUSTERING AND CORRELATIONS

Up to now we have presented visual analysis techniques for ensem-
bles which are based on the analysis of statistical measures of the data
in selected spatial regions. Another important requirement is to ana-
lyze the (relative) behavior of the data values among selected regions
of interest or different ensemble members. The rationale behind this
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Fig. 8. Selection based on clustering of bars according to histogram
similarity. After brushing into the 3D view (top left), the selected regions
fall into two clusters (top right). By selecting the remaining bars from the
two clusters that contain initially selected bars (bottom right), regions
with similar distributions are identified (bottom left).

is to identify regions showing similar data distributions and variations
over the ensemble members, and to reveal dependencies between the
data values in different regions. To achieve this, we have integrated
techniques for grouping of data histograms, and we consider the cor-
relations between the data values in different spatial regions to analyze
their behavior relative to each other.

7.1 Histogram Clustering

Per-region histograms are computed as described in Section 5, and
clustered based on their similarity using the k-means algorithm [31].
The similarity of two histograms h1,h2 : {1, . . . ,n} → R

+
0 with n ∈ N

bins is computed by their mean squared distance as

1

n

n

∑
i=1

(h1 (i)−h2 (i))
2 .

The user can either select the number of clusters to be generated, or
she can select a similarity threshold so that only histograms having
higher similarity than indicated by this threshold are grouped.

To compute an initial set of k means to start with by the k-means
algorithm, we proceed as follows: We begin with an empty set of
clusters and a fixed similarity threshold, and we then iterate over all
histograms. For every histogram, the cluster with the least difference
between the considered histogram and the respectively first histogram
assigned to that cluster is identified. If the difference is smaller than
the threshold, the histogram is assigned to that cluster. Otherwise, or
if no cluster exists at all, a new cluster is generated and the histogram
is assigned to it. This step is repeated until all histograms have been
assigned. If the number of generated clusters is greater (less) than the
requested number of clusters, we divide (multiply) the threshold by 2
and start clustering all over again. This is repeated until the number
of clusters has crossed the desired number. The respectively first his-
tograms that were assigned to each cluster are used as initial cluster
centroids in the upcoming k-means algorithm.

The benefits of our clustering approach are demonstrated in Figure
8. In our example, 10 clusters have been determined. To make the
visualization easier to understand, a unique color is assigned to each
cluster, and all bars are scaled to a uniform height. The user has se-
lected some regions within the 3D view (Figure 8, top left). It can
be observed that the bars fall into two different clusters (Figure 8, top
right). If one picks all bars in these clusters (Figure 8, bottom right),
one obtains a remarkable result which is depicted in Figure 8 (bottom
left). It can be clearly seen that mostly coastal areas have been se-
lected, meaning that these regions feature similar distributions of the
ensemble members.

7.2 Correlations

Besides a statistical analysis focusing purely on the data variations in
certain regions, an important task is to find regions in which the data
values show certain correlations to each other. While in principle lo-
cal correlations can be visualized via glyph-based approaches, e.g., as
proposed in [37], visualizing long-range interdependencies in 3D is
challenging. It is, on the other hand, especially the existence of such

Fig. 9. Visualization of the correlations between the subregions associ-
ated with the bars based on per-member average values. Left and right
image, respectively: After picking a single bar (highlighed in yellow),
the correlation between this subregion and each other subregion in the
viewport is computed and visualized by color-coding of the bars.

Fig. 10. Two areas (left and right image, respectively) that were iden-
tified as being inversely correlated. To demonstrate the inverse corre-
lation, several ensemble members are depicted by means of colored
polylines. Whereas red members have higher values than blue mem-
bers in the left area, the situation is vice versa in the right area.

long-range interdependencies which are important in a number of ap-
plications. For instance, in meteorology local features are often depen-
dent on distant phenomena. To analyze such dependencies, we have
built into our tool means to compute a) the correlations between the av-
erage member values in the region represented by one selected bar and
all other regions represented by bars in the current view, and b) the cor-
relation between the variation of the data values in two user-selected
sub-regions over all ensembles. In the former case, the correlations
are instantly visualized by mapping the correlation values to the col-
ors of the involved bars, as depicted in Figure 9, using a red-white-blue
color scale, where red/white/blue denote negative/no/positive correla-
tion, respectively. Furthermore, we use the correlation as a distance
metric for computing clusters of regions in which the data values are
strongly correlated using the k-means algorithm. Here we exploit the
fact that for correlations sufficiently close to 1, the correlation property
is transitive, thus making the metric an equivalence relation. Regions
not strongly correlated will fall apart into single-element clusters.

Correlation computation always yields a numerical value in the in-
terval [−1,1], serving as a measure of the strength of the relationship
between the values in pairs of regions. In particular we make use
of the Pearson’s correlation coefficient to measure the strength of a
linear association. Thus, negative and positive values indicate an in-
verse and positive correlation. To generate robust results even under
weak assumptions with regard to the distribution, we utilize a variant
of the quadrant correlation coefficient as proposed by Blomqvist [2].
We have modified this algorithm slightly, since it relies on the signum
function which turned out to produce inconclusive results in many of
our cases. Therefore we make use of a weakened signum function as
described below.

Let I = {1, . . . ,m} denote an index set of m ∈N ensemble members
and let A,B denote two distinct spatial areas represented by bars in our
visualization. Also let us denote the value distribution of the ensemble
with respect to areas A and B by hA : I →R

|A|,hB : I →R
|B|. Then we

obtain the modified quadrant correlation coefficient as

1

m

m

∑
i=1

wsgn
(

hA (i)− h̃A

)

·wsgn
(

hB (i)− h̃B

)

.

Here h̃A, h̃B describe the componentwise median of hA,hB, and we
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Fig. 11. Ensemble data set for an incompressible 3D Navier-Stokes
fluid simulation. Top: A single member is visualized by streamlines and
volume rendering. Middle: Multi-chart, showing the distribution of the
ensemble members via histograms. Bottom: Bars are clustered accord-
ing to histogram similarity.

Fig. 12. Top row: Selection of the red cluster from Figure 11 via brush-
ing. The selected region is highlighted in the 3D view. Bottom row: Se-
lecting the emphasized region in the 3D view yields a part of the cyan
cluster. In both rows, the individual ensemble members are additionally
depicted by horizontal line segments, which are color-coded according
to ensemble member id.

define wsgn : Rk → [−1,1] ,k ∈ N as the weakened signum function

wsgn(x) =











1−neg(x)/pos(x) if pos(x)> neg(x)

−1+ pos(x)/neg(x) if neg(x)> pos(x)

0 else

,

where, pos(x) and neg(x) denote the number of positive and negative
entries of the vector x, respectively.

To demonstrate the kind of information that can be revealed by the
proposed correlation visualization, let us take another look at the tem-
perature forecast ensemble introduced in Figure 1. Here we focus on
the region containing Greenland (first block of selected bars from the
left in Figure 5, bottom) and the region containing the North Sea and
Baltic Sea (part of the third block of selected bars). To study the in-
terdependencies between the ensemble members in these regions, the
user selects these regions and asks for the correlation coefficient. In
the current example, a correlation coefficient of −0.45 is computed,
meaning that the distributions in both regions are inversely correlated.
To illustrate this result, in Figure 10 a few representative ensemble
members are shown.

8 FURTHER RESULTS

In addition to the ECMWF temperature ensemble we used throughout
the paper to demonstrate the effects of our ensemble visualization tech-
nique, we now present further results on the basis of additional scalar
ensembles. We begin with an ensemble featuring an incompressible
fluid flow evolving around an ellipsoid obstacle, which was numeri-
cally simulated on a 145× 49× 49 Cartesian grid using the Navier-
Stokes equations. 56 simulation runs were performed using slightly
different viscosities. The vorticity magnitude produced by each simu-
lation run after the same simulation time was written out as the scalar

Fig. 13. Application of our multi-chart visualization method to study a
large-scale data set, consisting of 40,000 possible maps of the universe.
Top: Volume rendering of a single ensemble member. Image courtesy
of Jasche et al. [21]. Middle row: Multi-chart showing the distribution
of the ensemble members. By selecting bars corresponding to areas
with high uncertainty, it can be observed that these areas are primarily
located in outer regions of the domain. Bottom row: After clustering
the bars according to histogram similarity, a cluster is selected where
the ensemble members have low values (here: density), yielding two
distinct regions.

ensemble field. A visualization of a single time step is shown in Figure
11 (top).

When visualizing the ensemble, we start with an overview first to
isolate regions where the data values show an outlier behavior com-
pared to other regions. The overview is shown in Figure 11 (middle),
where the distribution of the ensemble members is shown in a multi-
chart. It can be clearly seen that there are regions where the vorticity
varies significantly over the ensemble members, whereas in other re-
gions it changes only to a very small extent.

Next we study the distribution of vorticity among regions corre-
sponding to the bars and try to discover striking spatial relations be-
tween these distributions. For this we order the bars in such a way that
bars with similar histograms are clustered. To make it easier for the
user to visually recognize this order a unique color is assigned to the
bars of each cluster. The result is shown in Figure 11 (bottom). We
can now analyze common features of specific clusters. For instance,
the cluster colored red features a peak at higher values, meaning that
vorticity in this region is high throughout most of the simulations. By
looking at individual members, color-coded from blue to red, we find
that a low vorticity occurs in this region only for a few members. Af-
ter selecting this cluster by brushing, we see the associated regions in
spatial context. As depicted in Figure 12 (top row), one can observe
that these regions are located around the obstacle and in an outer re-
gion behind the obstacle. Note however, that a certain region behind
the obstacle is not covered by that cluster. When we select this re-
gion, we discover that it belongs to a cluster which has no clear peak.
Instead, the ensemble members are distributed evenly with a steadily
increasing vorticity, as can be seen in Figure 12 (bottom row) from the
color-coded line chart.

The third scalar ensemble field we analyze is a cosmic map com-
prising 40,000 different, yet possible versions of the observable uni-
verse. Each version constitutes a scientifically plausible cosmic den-
sity field on a 2563 voxel grid according to the available probabilistic
model. A volume rendering of one of these cosmic maps is shown
in Figure 13 (top). For further information let us refer to [21]. For
this data set, the ensemble summaries occupy about 16 GB, the per-
member average values (which also include the inital ensemble data
set) about 2.8 TB.

In the analysis we first start by visualizing the uncertainty at a cer-
tain level of detail (see Figure 13, middle row). Note that in this figure,
the bar height encodes the range over the ensemble members (differ-
ence between maximum and minimum) rather than the maximum. By
selecting bars indicating high uncertainty and linking to the 3D view,
it can be seen immediately that the uncertainty almost only occurs in
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Fig. 14. Two areas (top and bottom image, respectively) in the cos-
mos ensemble data set that were identified to be positively correlatated.
Several ensemble members are exemplarily depicted. In both areas,
red members exhibit higher values than blue members.

the outer regions of the domain. This conforms with the way the data
set was generated. Because far less observational data was used for
the galaxy reconstruction in the outer regions than in the inner ones,
much higher uncertainties are introduced in the outer regions.

We further cluster bars by histogram similarity and then pick a clus-
ter where the highest density is largely on the bottom of each bar (see
Figure 13, bottom row). In other words, most values in that region lie
at the lower bound with a small ratio of outliers, which accounts for
the low intensity on the top of each bar. Since these bars belong to two
distant regions in space we are now interested in finding out whether
there exists a certain correlation between these two regions. Therefore
we zoom into the region of selected bars until the bars decompose into
smaller bars at the next finer level. After picking both regions and
asking for the correlation between them, one finally discovers that the
ensemble members at these two regions are positively correlated. This
is also illustrated by a few chosen members as demonstrated in Fig-
ure 14. Note that it will be a very daunting task to find such relations
by conventional methods like volume rendering. This is because of the
occlusion effects inherent to such methods and, in particular, because
displaying even a small part of the current ensemble becomes virtually
infeasible for the user to recognize.

9 CONCLUSION AND EVALUATION

In this work we have presented a novel technique for the interactive vi-
sual exploration of large 3D scalar ensembles. When using this tech-
nique, users spend most of the exploration time in an abstract view
comprising bar and line charts to convey region-specific statistical data
measures. Since the abstract view is not obscured, salient character-
istics of the data distributions as well as interdependencies between
the data values in different regions can be communicated very effec-
tively. Linked to a view in which the spatial locations are shown in
which specific characteristics occur, the technique enables an effective
exploration of the whole ensemble space. A particular feature of the
proposed technique is, that it does not limit the number of ensemble
members to be analyzed. In our opinion this can significantly change
the way scientists analyze 3D ensembles in the future.

We have developed the technique in close collaboration with few
domain experts from meteorology and astrophysics, yet we did not
perform a formal user study to assess the technique’s effectiveness.
We intend to do this in the near future, including experienced and non-
expert users, and domain-specific questionnaires. However, in the ex-
periments we have performed so far, and in which the domain experts
took part actively, we have made the following interesting observa-
tions: Firstly, the linear arrangement of spatial locations and corre-
sponding sample sets didn’t introduce any mental hurdle in the anal-
ysis process. We were initially not sure that the abstraction from 3D
physical space would be accepted, yet it turned out that all users were

immediately willing to accept this abstraction—and the possible loss
of spatial coherence in this abstraction—and perform the analysis in
the multi-chart view. Even more surprisingly, all users spent most of
the analysis time in the abstract view, linking to the 3D view only very
rarely to obtain an overview of the spatial locations of the regions ac-
tually being analyzed. As reported by the domain experts, the reason
for this behavior was that during multi-chart-based analysis the user
more or less entirely focusses on the analysis of the variability of the
ensemble members regardless the spatial locations at which the vari-
ations occur. Only at the very end of the analysis, when interesting
relationships between the members were detected in the abstract view,
a further look at the spatial view was taken to locate the corresponding
regions in space.

Lastly, all users confirmed the effectiveness of the multi-chart view
because they could not imagine any alternative technique allowing
for an in-depth sample analysis as proposed. Some of the domain
experts had used 3D fields—or cross-sections through these fields—
containing mean values and standard deviations to analyze the en-
sembles. Yet there was strong agreement that this kind of analysis
prohibits obtaining any meaningful insights into the sample distribu-
tions across the ensemble members. The experts found it especially
appealing that sub-domains exhibiting strong variations could already
been observed in the overview, and that by zooming into these sub-
domains even the distribution characteristics of the data samples across
the members could be analyzed. All users confirmed that the rich-
ness of specific statistical features that could be retrieved seemed a
very unique feature to them, especially due to the fact that all selec-
tions could be steered interactively. Concerning the spatial view it was
conjectured that a simultaneous visualization of correlations in the ab-
stract and the spatial view would increase the value of the proposed
analysis technique significantly.

We further aim at developing improved approaches for handling
large and high-resolution ensembles, including compression and par-
allelization strategies. In particular, we aim to bring our technique
into the cloud to exploit remote computing capacities for statistical
analysis. Since our technique condenses the data effectively and re-
quires only limited information for graphical display, it seems very
well suited for remote cloud environments. Furthermore, the exten-
sion to ensembles which vary over time will be challenging, as well as
the integration of abstract parameter views to support a visual explo-
ration of multi-parameter data.
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ter space analysis in visualization. IEEE VisWeek Tutorial, 2012.

[17] J. L. Hintze and R. D. Nelson. Violin plots: A box plot-density trace

synergism. The American Statistician, 52(2):181–184, 1998.
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