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Abstract— Interactive visualization provides valuable support for exploring, analyzing, and understanding textual documents. Certain
tasks, however, require that insights derived from visual abstractions are verified by a human expert perusing the source text. So
far, this problem is typically solved by offering overview+detail techniques, which present different views with different levels of ab-
stractions. This often leads to problems with visual continuity. Focus+context techniques, on the other hand, succeed in accentuating
interesting subsections of large text documents but are normally not suited for integrating visual abstractions.
With VarifocalReader we present a technique that helps to solve some of these approaches’ problems by combining characteristics
from both. In particular, our method simplifies working with large and potentially complex text documents by simultaneously offering
abstract representations of varying detail, based on the inherent structure of the document, and access to the text itself. In addition,
VarifocalReader supports intra-document exploration through advanced navigation concepts and facilitates visual analysis tasks.
The approach enables users to apply machine learning techniques and search mechanisms as well as to assess and adapt these
techniques. This helps to extract entities, concepts and other artifacts from texts. In combination with the automatic generation of
intermediate text levels through topic segmentation for thematic orientation, users can test hypotheses or develop interesting new
research questions. To illustrate the advantages of our approach, we provide usage examples from literature studies.

Index Terms—visual analytics, document analysis, literary analysis, natural language processing, text mining, machine learning,
distant reading

1 INTRODUCTION

Visual abstraction of text documents can support users in getting a
general understanding of the information a text conveys and in judg-
ing its relevance without having to actually read through it. This
can be very helpful when an analysis task requires the user to con-
sider large volumes of complex text. However, working in the ab-
stract is often not enough to solve the entire task, and access to the
text level is required to verify and prove findings or hypotheses. This
has been acknowledged by many visual analytics (VA) approaches for
text analysis tasks, which commonly offer overview+detail methods
to switch between an abstract visual representation and the text level.
Well-known approaches have been described, for example, by Wise et
al. [47] for creating a spatialization of documents in order to help users
understanding similarities of documents, by Stasko et. al. [38] for ex-
tracting named entities and their assumed relationships from textual
documents, and by Oelke et al. [27] for assessing a document’s read-
ability based on a variety of text characteristics. VA tasks with their
changing information needs, which typically form and evolve during
iterative analysis [40, 41, 20], can become intricate if the context can
only be switched from high aggregation levels to the text level directly.

With VarifocalReader, we aim at smoothing out these context
switches for the analysis of single, large text documents by introducing
additional intermediate levels of abstraction that can be navigated and
explored interactively. These intermediate levels can be derived from
a document’s intrinsic logical or layout-based structure. If a docu-
ment’s formal structure is either too coarse or too fine-grained, the user
can ask for additional levels to be generated by automatic topic seg-
mentation. The hierarchical perspective on the text document and the
mechanisms for exploring and navigating it are based on the Smooth-
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Scroll [48] concept, which shows aspects of both overview+detail and
focus+context interaction.

As with other visual analytics tasks, visual text analysis can profit
from a combination and integration of different automatic methods and
interactive visual techniques. When dealing with textual data, natural
language processing (NLP) techniques are unsurprisingly the meth-
ods of choice for automatic analysis. VarifocalReader includes some
NLP techniques and can be flexibly extended with additional methods
to support human analysts. Moreover, its hierarchical interface sup-
ports automatic analysis methods because their effects can be tracked
easily by visualizing them in hierarchical layers of different levels of
abstraction. Besides topic segmentation, our approach offers named
entity recognition (NER) and automatic summarization of text seg-
ments through word clouds to support navigation and exploration tasks
within a text document. Furthermore, task-tailored NLP and machine
learning can be easily added to the modular approach, as can visual
abstractions for conveying results to users. An example for exploiting
a machine-learning based classification approach in VarifocalReader
is provided in Section 4.

In recent years, many NLP techniques have matured and display im-
pressive robustness. They are typically based on statistical approaches
and machine learning. This results in methods that work best on com-
mon, widely electronically available types of texts since they were op-
timized, trained, and tested on similar resources. Consequently, NLP
methods may be less effective when applied either to very specific
tasks or to particular kinds of documents, such as historical texts. Be-
cause large training sets are most often not available in these situations,
it can be more effective to let users adapt techniques available out of
the box. The VarifocalReader approach has been designed to let users
perform such adaptations on a per document level.

VarifocalReader has been developed in cooperation with literary
scholars, natural language processing specialists, and computer philol-
ogists as part of the digital humanities project ‘ePoetics’. Its primary
goal is to enhance the support for analysis tasks that are part of the
research efforts of literary scholars. In the study of literature, the text
document itself is the primary object of research. Visualization can be
applied to help with this research by illustrating overarching, summa-
rizing textual aspects in order to help scholars develop new research
ideas, form hypotheses, etc. – an idea that is not new to scientists from
the humanities (cf. Moretti [24]). However, literary research has to
be done on the text itself or at least be verified by the actual docu-Digital Object Identifier 10.1109/TVCG.2014.2346677
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ment, which led to the decision to develop VarifocalReader with direct
access from high-level visualization to the text level.

The ePoetics project aims at analyzing a rather specific kind of liter-
ature, namely German poetics [33] dating from 1770 to 1960. Poetics
are meta-literature discussing, amongst other things, the history, aes-
thetics, and criticism of literary texts and can be regarded as one of
the building blocks of modern literary studies. Unlike many other vi-
sual text analysis tasks, this use case requires that we deal with few
but large and complex documents. The problem therefore is not the
amount of textual data to be analyzed but the quality, detail, and task-
specificity that is necessary in order to gain new research insights from
the text analysis. The humanities are, by definition, a field that relies
on human intuition and steering. Nevertheless, they can benefit from
the inclusion of automatic methods and graduated visual abstraction
and appear to be a promising application domain for visual analytics
techniques. We believe that other tasks, where scrutiny of analyses
on the text level is mandatory, can also profit from developing such
approaches.

In the context of ePoetics, VarifocalReader is applied for different
purposes. Here, researchers are interested, for example, in answering
rather abstract questions, such as “how does the author of a poetic de-
scribe the concept poet” and “which facets of a poet are described”.
Carrying out a search for “poet” or applying more sophisticated meth-
ods to extract this concept, it is interesting to see that different authors
of German poetics characterize poets according to the type and style
of their works. For example, Schiller’s “Wallenstein” is often cited
in the context of dramas, raising the question of whether Schiller’s
works in general are regarded as prototypes of dramatic poetry or only
“Wallenstein” is considered to be prototypical. This can quickly lead
to follow-up questions, e.g., which other works are referenced in this
context. In order to work with such citations of dramatic poetry and to
use them as robust data for further analyses, literary scholars might be
interested in annotating such citations explicitly after verifying them
in the text itself.

Situations like the one described in the example above led to the
development of VarifocalReader. In particular, the combination of ex-
traction mechanisms with exploratory analysis – including the embed-
ding of findings in summarized contexts, the verification of findings on
the text document level, and their explicit representation through anno-
tation – turned out to be a very useful combination. The questions and
goals of literary scholars in the ePoetics project are manifold: from de-
veloping abstract research questions to testing hypotheses to explicit
high-quality annotation of literature. Therefore, VarifocalReader was
designed to let scholars perform a variety of analysis tasks of diverse
abstraction, varying granularity, and different requirements for auto-
matic analysis quality in one interactive visual tool.

The overall goal of the ePoetics project is the development of inter-
active visual analysis methods combined with techniques from corpus
linguistics in order to advance computational methods with hermeneu-
tic methods of the humanities in the sense of an “algorithmic criti-
cism” [30]. The VarifocalReader approach is a first step in this direc-
tion.

The remainder of this work is structured as follows: Section 2 gives
an overview of related work. Our approach is described in detail in
Section 3. Subsequently, a usage scenario, including analysis tasks
that can be carried out, is presented in Section 4. Section 5 discusses
the approach and the feedback we received from our expert before we
conclude the paper in Section 6.

2 RELATED WORK

VarifocalReader relates to previous work under three different aspects.
Firstly, techniques for visualization and visual interfaces for navigat-
ing, browsing, and exploring text documents are relevant in the con-
text of our work, which relies on a scrolling technique called Smooth-
Scroll [48]. Secondly, several existing approaches for the visual ab-
straction of textual content are discussed below, since abstractions and
summarizations are an integral part of our technique as well. Finally,
this section looks at visual analytics approaches that incorporate ad-

vanced analysis methods, such as machine learning, which can be ap-
plied and adapted by users through interactive visualization.

2.1 Document Navigation and Exploration

Nowadays, exploring and browsing electronic documents containing
considerable portions of text is probably one of the most common tasks
carried out when working with computers. It is therefore not surpris-
ing that many ideas on navigating and browsing electronic text docu-
ments have been suggested. Cockburn et al. summarize and catego-
rize interaction techniques relevant for browsing text documents in [7].
The technique we present exhibits characteristics of overview+detail,
focus+context, and cue-based methods if using the categorization of
Cockburn et al. Scrolling techniques are amongst the most commonly
used techniques for realizing overview+detail interaction.

The approach we use is based on SmoothScroll by Wörner and
Ertl [48]. SmoothScroll was originally developed to support brows-
ing large amounts of hierarchically structured data. Its main idea is to
show a low-detail view of the entire data set at the coarsest level of the
hierarchy while distributing subordinate levels using hyperbolic dis-
tortion, which show only a portion of these levels at a time. The closer
a level is to the leaf-level of the hierarchy, the stronger is the distortion
and the more space is available for showing details. With respect to
the applied distortion and showing full context on the coarsest level,
SmoothScroll shares some characteristics with common focus+context
techniques such as fisheye views [15]. At the same time, it separates
information in different hierarchical levels without continuous transi-
tions, which is typical for overview+detail methods.

The SmoothScroll approach is especially well-suited in situations
where the underlying data is sequential in nature because the tech-
nique always shows ‘neighboring’ data items of a focused region on
each hierarchical level but hides items that are sequentially far away
from the current focus. SmoothScroll uses a space-filling approach
that is similar to icicle plots [22]. Its main difference to icicle plots is
that it relaxes the visual relation between the items on different levels,
which is determined as each parent icicle spanning exactly all child
icicles. Visual child-parent assignment therefore has to be resolved by
other means. SmothScroll can be seen as an interactive, hyperbolic
variant of icicle plots. Its primary area of application has so far been
the display of time-dependent data, but its potential application to text
data was already anticipated in [48].

VarifocalReader incorporates SmoothScroll’s basic idea but extends
and advances it in several ways to improve working with large text
documents. The ‘Document Lens’, which was presented by Robert-
son and Mackinlay [34], is a focus+context technique that applies ge-
ometrical distortion for browsing documents with unknown structure,
while VarifocalReader distorts hierarchical document structures dis-
cretely. In this respect, our approach exhibits more similarities to the
‘Table Lens’ [31] and its extension for multiple focal levels [39], even
though our approach is not bifocal and distortion is constantly avail-
able through the different hierarchical levels. A detailed discussion
of how VarifocalReader can be used to navigate and explore text is
provided in Section 3.

2.2 Visual Text Abstraction

Several techniques have been developed for visually abstracting or
summarizing text documents, depicting specific text characteristics,
and highlighting search results. These techniques were developed for,
often domain-specific, text analysis tasks, e.g, the depiction of (web)
search results with Tilebars [17], summarization of source code for
visualizing software statistics (Seesoft [13]), or, as in the digital hu-
manities, for literature analysis tasks [21].

Besides using a line-based summarization technique for depicting
text characteristics similar to Seesoft, VarifocalReader provides bar
charts for summarizing occurrences of text characteristics and word
clouds for summarizing text content as a starting point for further anal-
ysis [44].

Of course, this is not a complete set of possible visualization tech-
niques that could be used for depicting text or certain characteristics

of texts. As soon as structures have been derived or text can be rep-
resented by a model, almost all common techniques for displaying
such information or its aggregation are available to support analysis
tasks [35].

To present relational information extracted from textual resources,
visualization techniques such as WordTrees [46] and PhraseNets [43]
were proposed. With DocuBurst, Collins et al. [8] suggested a method
for representing document contents by depicting relevant terms with
a space-filling approach that acknowledges semantic relationships of
these terms. The mentioned approaches abstract relationships of text
properties visually but do not integrate access to the source text for
detailed analysis.

2.3 Visual Text Analytics

During the last years, more and more VA approaches for analyzing
text have been suggested [47, 38, 27] to support users in understand-
ing document similarity, extracting named entities, and infering their
relationships. Additionally, systems for assessing the readability of
texts [28], for extracting sentiment information from customer re-
views [25], as well as techniques for extracting events, trends, and
topics from social media data were proposed [11].

There are also quite a number of approaches that particularly sup-
port visual analysis for the digital humanities and more specifically
for literary sciences. Corell et al. [9] provide an interactive visual
framework for the analysis of large literary text collections that have
been tagged by NLP preprocessing. It supports user-steered separation
and exploration of text corpora based on principle component analysis.
A work on rule-based solutions for poetry visualization is offered by
Abdul-Rahman et al. in [1]. Recent work by Oelke et al. [26] discusses
the visual analysis of prose literature through ‘Fingerprint Matrices’, a
technique for analyzing implicit relationships of characters. Most rel-
evant to our approach is the tool called POSvis, which was presented
by Vuillemot et al. in [45]. Similar to the work of Oelke et al. POSvis
aims at exploring named entities in literary texts. POSvis makes use of
a multiple coordinated views approach, giving different perspectives.
Our approach differs insofar as it offers a finer granularity of hierar-
chical segmentation and lets users apply and adapt NLP and mining
methods.

VarifocalReader offers topic segmentation to subdivide parts of
texts according to the user’s needs. For this purpose, we employ the
C99 algorithm as suggested by Choi in [6]. Topic segmentation is dif-
ferent from topic extraction [4], which has been suggested as part of
visual analysis techniques for summarizing multiple documents and
was addressed by several recent works [23, 12]. Other techniques for
relating topics in document collections exist, as, e.g., described in [32].

Approaches have been presented, e.g. [10], that incorporate visual-
ization and automatic methods to improve text analysis tasks. As of
yet, however, very few approaches are available that enable users to
influence or adapt the automatic analysis method in order to achieve
higher quality during text mining tasks. For the field of literature anal-
ysis, achieving this higher quality level can be a requirement. If this is
not possible with semi-automatic methods, it has to be done manually
to generate reliable results. Nevertheless, automatic methods can help
to detect certain trends or to form hypotheses. They are even more
useful if they can be adapted to the type of text and the research task.
Approaches offering interactive visual methods for user-steered adap-
tation of analysis methods are still rare. Brown et al. [5] suggested
a method to develop similarity functions for machine learning mod-
els in a visual and interactive way, liberating them from understanding
the complex parametrization of those models. Similarly, Hu et al. [19]
describe interaction methods for parameter adaptation which they call
“semantic interaction”. Here the parametrization of models is adapted
implicitly by user interactions on spatializations of these models. En-
dert et al. [14] have proposed this form of semantic interaction for doc-
ument analysis techniques. Their method exhibits similar properties in
terms of letting users directly label examples for subsequent training
of machine learning techniques. An approach that lets analysts inter-
actively train a support vector machine for text document classifica-
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Fig. 1. Schematic representation of a three-layer SmoothScroll view.
The left layer displays a coarse view of the entire text document, the right
layer a detailed but clipped view of individual lines. Highlights indicate
which portion of the less detailed layers correspond to the section visible
on the detail layer.

tion based on a visual explanation has been presented by Heimerl et
al. [18].

3 APPROACH

The VarifocalReader approach supports users in exploring and under-
standing complex text documents by visualizing them at various ag-
gregation levels. It provides users with means for navigating the vi-
sualization, tracing the current position across all aggregation levels,
and offers automatic support from text processing and machine learn-
ing algorithms.

The various tasks and goals of humanities scholars when analyzing
text resources are comparable to sensemaking processes as described
by Pirolli and Card [29]. Of course, there are differences as well:
In our approach, information foraging focuses on single documents.
This led to the design decision to create a technique that facilitates
parallel usage of close and distant reading, or at least the means for
switching very quickly between these modes realized by the hierar-
chical browsing approach. Different visual views can then be used
on these hierarchies to display the results of search, machine learning,
and manual annotation in a context adequate to the users’ needs. This
enables users to flexibly drill down into details, e.g., to detect and find
interesting text characteristics. Additionally, they can immediately test
whether these features are just available locally or represent systematic
global properties. VarifocalReader provides different mechanisms for
information foraging, such as search and other extraction mechanisms.
It supports sensemaking by letting users relate a finding to another on
different levels of abstractions and in different contexts, and, most im-
portantly, besides this fast context switching and the quick changing
between different views, it offers users various feedback-loops in or-
der to let them react to new findings, to test hypotheses, to improve
extraction mechanisms, and to observe effects on different document
scales.

3.1 Multi-layer visualization and navigation

VarifocalReader displays text documents in a multi-layered view akin
to the SmoothScroll control described in [48]. SmoothScroll provides
a way of navigating a sequential data set, i.e., a set of data items or-
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ment, which led to the decision to develop VarifocalReader with direct
access from high-level visualization to the text level.

The ePoetics project aims at analyzing a rather specific kind of liter-
ature, namely German poetics [33] dating from 1770 to 1960. Poetics
are meta-literature discussing, amongst other things, the history, aes-
thetics, and criticism of literary texts and can be regarded as one of
the building blocks of modern literary studies. Unlike many other vi-
sual text analysis tasks, this use case requires that we deal with few
but large and complex documents. The problem therefore is not the
amount of textual data to be analyzed but the quality, detail, and task-
specificity that is necessary in order to gain new research insights from
the text analysis. The humanities are, by definition, a field that relies
on human intuition and steering. Nevertheless, they can benefit from
the inclusion of automatic methods and graduated visual abstraction
and appear to be a promising application domain for visual analytics
techniques. We believe that other tasks, where scrutiny of analyses
on the text level is mandatory, can also profit from developing such
approaches.

In the context of ePoetics, VarifocalReader is applied for different
purposes. Here, researchers are interested, for example, in answering
rather abstract questions, such as “how does the author of a poetic de-
scribe the concept poet” and “which facets of a poet are described”.
Carrying out a search for “poet” or applying more sophisticated meth-
ods to extract this concept, it is interesting to see that different authors
of German poetics characterize poets according to the type and style
of their works. For example, Schiller’s “Wallenstein” is often cited
in the context of dramas, raising the question of whether Schiller’s
works in general are regarded as prototypes of dramatic poetry or only
“Wallenstein” is considered to be prototypical. This can quickly lead
to follow-up questions, e.g., which other works are referenced in this
context. In order to work with such citations of dramatic poetry and to
use them as robust data for further analyses, literary scholars might be
interested in annotating such citations explicitly after verifying them
in the text itself.

Situations like the one described in the example above led to the
development of VarifocalReader. In particular, the combination of ex-
traction mechanisms with exploratory analysis – including the embed-
ding of findings in summarized contexts, the verification of findings on
the text document level, and their explicit representation through anno-
tation – turned out to be a very useful combination. The questions and
goals of literary scholars in the ePoetics project are manifold: from de-
veloping abstract research questions to testing hypotheses to explicit
high-quality annotation of literature. Therefore, VarifocalReader was
designed to let scholars perform a variety of analysis tasks of diverse
abstraction, varying granularity, and different requirements for auto-
matic analysis quality in one interactive visual tool.

The overall goal of the ePoetics project is the development of inter-
active visual analysis methods combined with techniques from corpus
linguistics in order to advance computational methods with hermeneu-
tic methods of the humanities in the sense of an “algorithmic criti-
cism” [30]. The VarifocalReader approach is a first step in this direc-
tion.

The remainder of this work is structured as follows: Section 2 gives
an overview of related work. Our approach is described in detail in
Section 3. Subsequently, a usage scenario, including analysis tasks
that can be carried out, is presented in Section 4. Section 5 discusses
the approach and the feedback we received from our expert before we
conclude the paper in Section 6.

2 RELATED WORK

VarifocalReader relates to previous work under three different aspects.
Firstly, techniques for visualization and visual interfaces for navigat-
ing, browsing, and exploring text documents are relevant in the con-
text of our work, which relies on a scrolling technique called Smooth-
Scroll [48]. Secondly, several existing approaches for the visual ab-
straction of textual content are discussed below, since abstractions and
summarizations are an integral part of our technique as well. Finally,
this section looks at visual analytics approaches that incorporate ad-

vanced analysis methods, such as machine learning, which can be ap-
plied and adapted by users through interactive visualization.

2.1 Document Navigation and Exploration

Nowadays, exploring and browsing electronic documents containing
considerable portions of text is probably one of the most common tasks
carried out when working with computers. It is therefore not surpris-
ing that many ideas on navigating and browsing electronic text docu-
ments have been suggested. Cockburn et al. summarize and catego-
rize interaction techniques relevant for browsing text documents in [7].
The technique we present exhibits characteristics of overview+detail,
focus+context, and cue-based methods if using the categorization of
Cockburn et al. Scrolling techniques are amongst the most commonly
used techniques for realizing overview+detail interaction.

The approach we use is based on SmoothScroll by Wörner and
Ertl [48]. SmoothScroll was originally developed to support brows-
ing large amounts of hierarchically structured data. Its main idea is to
show a low-detail view of the entire data set at the coarsest level of the
hierarchy while distributing subordinate levels using hyperbolic dis-
tortion, which show only a portion of these levels at a time. The closer
a level is to the leaf-level of the hierarchy, the stronger is the distortion
and the more space is available for showing details. With respect to
the applied distortion and showing full context on the coarsest level,
SmoothScroll shares some characteristics with common focus+context
techniques such as fisheye views [15]. At the same time, it separates
information in different hierarchical levels without continuous transi-
tions, which is typical for overview+detail methods.

The SmoothScroll approach is especially well-suited in situations
where the underlying data is sequential in nature because the tech-
nique always shows ‘neighboring’ data items of a focused region on
each hierarchical level but hides items that are sequentially far away
from the current focus. SmoothScroll uses a space-filling approach
that is similar to icicle plots [22]. Its main difference to icicle plots is
that it relaxes the visual relation between the items on different levels,
which is determined as each parent icicle spanning exactly all child
icicles. Visual child-parent assignment therefore has to be resolved by
other means. SmothScroll can be seen as an interactive, hyperbolic
variant of icicle plots. Its primary area of application has so far been
the display of time-dependent data, but its potential application to text
data was already anticipated in [48].

VarifocalReader incorporates SmoothScroll’s basic idea but extends
and advances it in several ways to improve working with large text
documents. The ‘Document Lens’, which was presented by Robert-
son and Mackinlay [34], is a focus+context technique that applies ge-
ometrical distortion for browsing documents with unknown structure,
while VarifocalReader distorts hierarchical document structures dis-
cretely. In this respect, our approach exhibits more similarities to the
‘Table Lens’ [31] and its extension for multiple focal levels [39], even
though our approach is not bifocal and distortion is constantly avail-
able through the different hierarchical levels. A detailed discussion
of how VarifocalReader can be used to navigate and explore text is
provided in Section 3.

2.2 Visual Text Abstraction

Several techniques have been developed for visually abstracting or
summarizing text documents, depicting specific text characteristics,
and highlighting search results. These techniques were developed for,
often domain-specific, text analysis tasks, e.g, the depiction of (web)
search results with Tilebars [17], summarization of source code for
visualizing software statistics (Seesoft [13]), or, as in the digital hu-
manities, for literature analysis tasks [21].

Besides using a line-based summarization technique for depicting
text characteristics similar to Seesoft, VarifocalReader provides bar
charts for summarizing occurrences of text characteristics and word
clouds for summarizing text content as a starting point for further anal-
ysis [44].

Of course, this is not a complete set of possible visualization tech-
niques that could be used for depicting text or certain characteristics

of texts. As soon as structures have been derived or text can be rep-
resented by a model, almost all common techniques for displaying
such information or its aggregation are available to support analysis
tasks [35].

To present relational information extracted from textual resources,
visualization techniques such as WordTrees [46] and PhraseNets [43]
were proposed. With DocuBurst, Collins et al. [8] suggested a method
for representing document contents by depicting relevant terms with
a space-filling approach that acknowledges semantic relationships of
these terms. The mentioned approaches abstract relationships of text
properties visually but do not integrate access to the source text for
detailed analysis.

2.3 Visual Text Analytics

During the last years, more and more VA approaches for analyzing
text have been suggested [47, 38, 27] to support users in understand-
ing document similarity, extracting named entities, and infering their
relationships. Additionally, systems for assessing the readability of
texts [28], for extracting sentiment information from customer re-
views [25], as well as techniques for extracting events, trends, and
topics from social media data were proposed [11].

There are also quite a number of approaches that particularly sup-
port visual analysis for the digital humanities and more specifically
for literary sciences. Corell et al. [9] provide an interactive visual
framework for the analysis of large literary text collections that have
been tagged by NLP preprocessing. It supports user-steered separation
and exploration of text corpora based on principle component analysis.
A work on rule-based solutions for poetry visualization is offered by
Abdul-Rahman et al. in [1]. Recent work by Oelke et al. [26] discusses
the visual analysis of prose literature through ‘Fingerprint Matrices’, a
technique for analyzing implicit relationships of characters. Most rel-
evant to our approach is the tool called POSvis, which was presented
by Vuillemot et al. in [45]. Similar to the work of Oelke et al. POSvis
aims at exploring named entities in literary texts. POSvis makes use of
a multiple coordinated views approach, giving different perspectives.
Our approach differs insofar as it offers a finer granularity of hierar-
chical segmentation and lets users apply and adapt NLP and mining
methods.

VarifocalReader offers topic segmentation to subdivide parts of
texts according to the user’s needs. For this purpose, we employ the
C99 algorithm as suggested by Choi in [6]. Topic segmentation is dif-
ferent from topic extraction [4], which has been suggested as part of
visual analysis techniques for summarizing multiple documents and
was addressed by several recent works [23, 12]. Other techniques for
relating topics in document collections exist, as, e.g., described in [32].

Approaches have been presented, e.g. [10], that incorporate visual-
ization and automatic methods to improve text analysis tasks. As of
yet, however, very few approaches are available that enable users to
influence or adapt the automatic analysis method in order to achieve
higher quality during text mining tasks. For the field of literature anal-
ysis, achieving this higher quality level can be a requirement. If this is
not possible with semi-automatic methods, it has to be done manually
to generate reliable results. Nevertheless, automatic methods can help
to detect certain trends or to form hypotheses. They are even more
useful if they can be adapted to the type of text and the research task.
Approaches offering interactive visual methods for user-steered adap-
tation of analysis methods are still rare. Brown et al. [5] suggested
a method to develop similarity functions for machine learning mod-
els in a visual and interactive way, liberating them from understanding
the complex parametrization of those models. Similarly, Hu et al. [19]
describe interaction methods for parameter adaptation which they call
“semantic interaction”. Here the parametrization of models is adapted
implicitly by user interactions on spatializations of these models. En-
dert et al. [14] have proposed this form of semantic interaction for doc-
ument analysis techniques. Their method exhibits similar properties in
terms of letting users directly label examples for subsequent training
of machine learning techniques. An approach that lets analysts inter-
actively train a support vector machine for text document classifica-
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Fig. 1. Schematic representation of a three-layer SmoothScroll view.
The left layer displays a coarse view of the entire text document, the right
layer a detailed but clipped view of individual lines. Highlights indicate
which portion of the less detailed layers correspond to the section visible
on the detail layer.

tion based on a visual explanation has been presented by Heimerl et
al. [18].

3 APPROACH

The VarifocalReader approach supports users in exploring and under-
standing complex text documents by visualizing them at various ag-
gregation levels. It provides users with means for navigating the vi-
sualization, tracing the current position across all aggregation levels,
and offers automatic support from text processing and machine learn-
ing algorithms.

The various tasks and goals of humanities scholars when analyzing
text resources are comparable to sensemaking processes as described
by Pirolli and Card [29]. Of course, there are differences as well:
In our approach, information foraging focuses on single documents.
This led to the design decision to create a technique that facilitates
parallel usage of close and distant reading, or at least the means for
switching very quickly between these modes realized by the hierar-
chical browsing approach. Different visual views can then be used
on these hierarchies to display the results of search, machine learning,
and manual annotation in a context adequate to the users’ needs. This
enables users to flexibly drill down into details, e.g., to detect and find
interesting text characteristics. Additionally, they can immediately test
whether these features are just available locally or represent systematic
global properties. VarifocalReader provides different mechanisms for
information foraging, such as search and other extraction mechanisms.
It supports sensemaking by letting users relate a finding to another on
different levels of abstractions and in different contexts, and, most im-
portantly, besides this fast context switching and the quick changing
between different views, it offers users various feedback-loops in or-
der to let them react to new findings, to test hypotheses, to improve
extraction mechanisms, and to observe effects on different document
scales.

3.1 Multi-layer visualization and navigation

VarifocalReader displays text documents in a multi-layered view akin
to the SmoothScroll control described in [48]. SmoothScroll provides
a way of navigating a sequential data set, i.e., a set of data items or-
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dered along one dimension such as time. Our data sets are text docu-
ments, which are essentially sequences of symbols or characters. The
available screen space is divided into multiple layers that display por-
tions of the data set at different levels of scale and abstraction (Fig-
ure 1). The most detailed layer displays individual data items, which
in our case are individual lines of text. We refer to this layer as the ‘de-
tail layer’. The least detailed layer displays the entire range of the data
set, which will usually make it infeasible to draw single data items and
require appropriate aggregation. We call this the ‘overview layer’. The
layers in between interpolate their scale between these two extremes
and may use various intermediate aggregation levels.

When a user scrolls through the data set, the focus position, i.e.,
the line of text at the center of the detail layer, is synchronized across
all layers. A highlight on the other layers indicates the location and
extent of the section visible on the detail layer. Except for the fixed
overview layer, all layers move to keep this section in view. The user
can use any layer to scroll or jump to a position and can thus make
very fine-grained changes on the detail layer or cover large distances
on one of the less detailed layers. The navigation is straightforward:
right-clicking any point will set the focus to this position and adjust
all layers accordingly. It is also possible to move the mouse while
the right mouse button or the mouse wheel is pressed, continuously
browsing through the data. Because of the different scales, the speed at
which the focus point moves changes as the mouse pointer passes over
different layers and the user can influence the speed of the movement
by moving the mouse pointer to another layer while scrolling through
the data. The detail layer moves quickly, whereas the layers to the left
of it move gradually slower.

One advantage of using several discrete layers instead of a contin-
uous distortion is that each layer can display data items at a different
level of abstraction or aggregation. Many text documents, for example,
are logically structured into chapters, sections, subsections, or simi-
lar divisions, so a SmoothScroll view of a text document may list the
chapters of the text on the least detailed layer, relate the current posi-
tion to sections and subsections on the intermediate layers, and display
the individual lines of text on the detail layer. This visualization lets
the user read the actual text at the focus position and at the same time
retain a sense of the ‘big picture’. Our data sets are digital representa-
tions of physical books and thus also have a physical structure in terms
of lines and pages. These subdivisions are relevant whenever analysts
need to refer to the original work. The inherent logical and physical
structure of a text document can be augmented with the results of text
analysis methods such as topic segmentation and mostly manual anal-
ysis steps such as term highlighting. Theoretically, topic segmentation
makes it possible to generate a structured document from one that has
no initial partitioning at all, as long as it offers continuous text.

3.2 Automatic analysis

VarifocalReader offers a certain amount of automatic support for an-
alyzing natural language text. It can generate word clouds and topic
segmentations, draw bar charts showing the number of occurrences of
annotations or search terms, display pictograms that relate the location
of highlighted text segments to the physical layout of the original text,
and show labels that list headings, page numbers, or the content of a
line of text.

A topic segmentation algorithm can estimate where a section
of text deals with a certain topic and where the predominant topic
changes. The C99 algorithm we use judges the similarity of text
blocks by the cosine distance between their term frequency vectors
after lemmatization and stop word removal. We chose C99 because
it is very fast compared to other topic segmentation algorithms [6].
Our main motivation for using topic segmentation is that we want to
provide an additional level of document structure that lists the pre-
dominant topics of a document. We perform the segmentation on the
chapter and subchapter level and with sentence granularity rather than
on single pages or paragraphs. The reason we do not perform topic
segmentation, e.g., on the page or paragraph level, is twofold: Hier-
archical partitions that result from layout rather than structure often
do not describe “complete” or “meaningful” topics at their beginning

or at the end, since in these places sentences are likely to be split.
One could think about completing these parts to full sentences or even
to paragraphs, but this would break with our design decision to de-
pict only aspects that are contained in a partition. For typically short
paragraphs, reading them might give better insight into the topic than
a rather high-level summarization with key terms. On the other hand,
chapters and subchapters normally contain multiple topics. Also, topic
segments can span more than one page or paragraph. Therefore, seg-
menting them would lead to incomplete topic segments.

In general, applying topic segmentation is particularly useful for
large documents of several hundred pages, such as books, as in our
example, or very large documents (e.g., court files), as long as they
represent continuous text. Topic segmentation is less useful for shorter
texts such as news articles and blog entries.

Word clouds generated for a body of text can serve as a starting
point for deeper analysis. We use the part-of-speech (POS) informa-
tion from NLP preprocessing to reduce the text of a segment to the
contained nouns, since these are likely to reflect the discussed con-
cepts. We are currently using the POS tagger from the mate-tools
(https://code.google.com/p/mate-tools/) for German
texts and the tagger from the Stanford CoreNLP library [37] for En-
glish ones. For computing the word clouds, we use the standard scor-
ing formula of Lucene [2]. This formula is a variant of the basic TF-
IDF scoring often employed in information retrieval. TF-IDF consid-
ers not only the frequency of a word within the text section represented
by a layer item (its term frequency – tf) but also in how many other
items on the same layer the word appears (in terms of its inverse doc-
ument frequency – idf). As a result, even if a word appears only once
within the scope of a layer item, it can still be a member of the item’s
word cloud if it does not appear in any other item of the same layer,
making the words in the cloud representative of the corresponding text
section.

Rule-based and machine learning-based automatic annotation
can, for example, highlight all literal quotations or proper names in
a text. We use the Stanford CoreNLP tools [37] for this purpose with
German and standard English models to detect the names of persons
and locations. For detecting quotes in text, we use the regular expres-
sion pattern ".*?" making each text enclosed in quotation marks a
quote. The lazy quantifier *? is required to prevent text between the "
at the end of one quotation and the " at the start of the next quotation
to be incorrectly marked as a quote.

An active learning algorithm can be used to create automatic anno-
tations for concepts that are more complex than what can satisfactorily
be expressed by rule-based annotation. For example, when applying
the quotation rule to Emil Staiger’s poetic “Grundbegriffe der Poetik”
(“Basic Terms of Poetics”, [36]), we noticed that text inside quota-
tion marks does not always constitute a quotation from another work.
Rather, Staiger also uses quotation marks to mark titles of other works
or to emphasize certain words that are important in the current context
but neither quotations nor titles. We addressed this by integrating the
support vector machine classifier provided by the Weka project [16].
We use either the user’s manual annotations or a set of rule-based an-
notations as an initial set of instances on which we train the classifier.
Each text between quotation marks is represented by a small number
of surface features. An example for one such feature is whether the
text between quotation marks is preceded by a person’s name. In this
case the text between quotation marks is probably a quotation rather
than an emphasis or title. We then apply this classifier to the entire text
to create appropriate annotations. The Weka classifiers also return a
confidence value, which we retain and communicate to the user. Note
that, in principle, we could re-train every part of the pre-processing
pipeline. The re-training of the quotation classifier is just an example
for how the re-training mechanism works in general. Re-training com-
ponents like the POS tagger is much more complex, which is why we
chose to implement the first version of the re-training mechanism for
a simple classification problem. The output of the quotation detection
is directly relevant for the literature scientists.

Fig. 2. Emil Staiger’s “Grundbegriffe der Poetik” divided (from left to right) into layers showing chapters, subchapters (with word clouds), pages
(with bar charts), lines of text, and scanned images of the actual pages.

3.3 VarifocalReader

Figure 2 depicts the main workspace of our VarifocalReader after load-
ing an exemplary literature document. Little icons in the layer head-
ers (Figure 2a) provide the option to enable on-layer displays of word
clouds, bar charts, and pictograms. It is also possible to hide a particu-
lar layer from view. Additionally, users can resize layers horizontally
by dragging the column header borders. This makes the Varifocal-
Reader approach very flexible because different aspects of the doc-
ument can be viewed simultaneously. Analyst can therefore focus on
those aspects of a document that are most relevant to their current task,
without being distracted by non-essential information.

VarifocalReader uses word clouds to give a visually appealing
overview of a section of text. This summarization is useful for learn-
ing about the number and kind of topics present in a body of text. We
organize these word clouds in a sequential layout with horizontal and
vertical arrangement of tags sorted by the score returned by a Lucene
query for the respective word (Figure 2b). Additionally, the user can
search the text section corresponding to the current layer item for an
individual word by clicking on it (Figure 2b). The search results are
highlighted on the different layers in red.

Bar charts show the number of occurrences of annotations or
search terms in the respective item (Figure 2c), and pictograms dis-
play the location of highlighted text segments (Figure 2d). Annota-
tions and search terms are also highlighted on the layer showing in-
dividual lines (Figure 2e). In case annotations overlap in the text, we
draw them using semi-transparency and alpha blending. A user can
select words or existing annotation and delete, change, or add new
annotations using a context menu (Figure 2f).

While it is important to be able to visualize the distribution of term
occurrences in documents, statistics alone do not show all aspects of
these occurrences and may hide significant details. Therefore, we
highlight all affected annotations on all the layers when the user se-
lects an annotation or bar chart (Figure 3). This makes it possible to
consider the annotations within their context in the actual text and is
important in order to assess the significance of the statistical results.

For example, a user can see whether the occurrences are far apart or
concentrated in few regions of text.

Fig. 3. The annotations contributing to the value of the selected bar
chart on the second layer are highlighted in red on the detail layer.

VarifocalReader can also display scanned images of the original
pages next to the detail layer (Figure 2g). This gives immediate access
to all nontextual information within a source document whenever the
need arises. Nontextual information may include pictures or handwrit-
ten text, which will usually look different when converted to a digital
text format.

Topic segmentation is especially useful when a document lacks the
formal structure expected from long documents or when its structural
elements do not give any indication of what the element is about. It
can also be useful when the structural elements are very long and with-
out further subdivisions. In those cases, the automatic division of long
structural elements can help users to find discussions about topics of
interest more quickly. For example, Staiger’s chapter “Vom Grund der
poetischen Gattungsbegriffe” (“On the Foundation of Generic Terms
in Poetics”) contains many topics like Pflanze (plant), Geist (spirit),
Sprache (language), or Zeit (time), as can be seen in the left part of
Figure 4. The topic segmentation algorithm divides this chapter into
six segments (visible in the right part of Figure 4). It is apparent that
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dered along one dimension such as time. Our data sets are text docu-
ments, which are essentially sequences of symbols or characters. The
available screen space is divided into multiple layers that display por-
tions of the data set at different levels of scale and abstraction (Fig-
ure 1). The most detailed layer displays individual data items, which
in our case are individual lines of text. We refer to this layer as the ‘de-
tail layer’. The least detailed layer displays the entire range of the data
set, which will usually make it infeasible to draw single data items and
require appropriate aggregation. We call this the ‘overview layer’. The
layers in between interpolate their scale between these two extremes
and may use various intermediate aggregation levels.

When a user scrolls through the data set, the focus position, i.e.,
the line of text at the center of the detail layer, is synchronized across
all layers. A highlight on the other layers indicates the location and
extent of the section visible on the detail layer. Except for the fixed
overview layer, all layers move to keep this section in view. The user
can use any layer to scroll or jump to a position and can thus make
very fine-grained changes on the detail layer or cover large distances
on one of the less detailed layers. The navigation is straightforward:
right-clicking any point will set the focus to this position and adjust
all layers accordingly. It is also possible to move the mouse while
the right mouse button or the mouse wheel is pressed, continuously
browsing through the data. Because of the different scales, the speed at
which the focus point moves changes as the mouse pointer passes over
different layers and the user can influence the speed of the movement
by moving the mouse pointer to another layer while scrolling through
the data. The detail layer moves quickly, whereas the layers to the left
of it move gradually slower.

One advantage of using several discrete layers instead of a contin-
uous distortion is that each layer can display data items at a different
level of abstraction or aggregation. Many text documents, for example,
are logically structured into chapters, sections, subsections, or simi-
lar divisions, so a SmoothScroll view of a text document may list the
chapters of the text on the least detailed layer, relate the current posi-
tion to sections and subsections on the intermediate layers, and display
the individual lines of text on the detail layer. This visualization lets
the user read the actual text at the focus position and at the same time
retain a sense of the ‘big picture’. Our data sets are digital representa-
tions of physical books and thus also have a physical structure in terms
of lines and pages. These subdivisions are relevant whenever analysts
need to refer to the original work. The inherent logical and physical
structure of a text document can be augmented with the results of text
analysis methods such as topic segmentation and mostly manual anal-
ysis steps such as term highlighting. Theoretically, topic segmentation
makes it possible to generate a structured document from one that has
no initial partitioning at all, as long as it offers continuous text.

3.2 Automatic analysis

VarifocalReader offers a certain amount of automatic support for an-
alyzing natural language text. It can generate word clouds and topic
segmentations, draw bar charts showing the number of occurrences of
annotations or search terms, display pictograms that relate the location
of highlighted text segments to the physical layout of the original text,
and show labels that list headings, page numbers, or the content of a
line of text.

A topic segmentation algorithm can estimate where a section
of text deals with a certain topic and where the predominant topic
changes. The C99 algorithm we use judges the similarity of text
blocks by the cosine distance between their term frequency vectors
after lemmatization and stop word removal. We chose C99 because
it is very fast compared to other topic segmentation algorithms [6].
Our main motivation for using topic segmentation is that we want to
provide an additional level of document structure that lists the pre-
dominant topics of a document. We perform the segmentation on the
chapter and subchapter level and with sentence granularity rather than
on single pages or paragraphs. The reason we do not perform topic
segmentation, e.g., on the page or paragraph level, is twofold: Hier-
archical partitions that result from layout rather than structure often
do not describe “complete” or “meaningful” topics at their beginning

or at the end, since in these places sentences are likely to be split.
One could think about completing these parts to full sentences or even
to paragraphs, but this would break with our design decision to de-
pict only aspects that are contained in a partition. For typically short
paragraphs, reading them might give better insight into the topic than
a rather high-level summarization with key terms. On the other hand,
chapters and subchapters normally contain multiple topics. Also, topic
segments can span more than one page or paragraph. Therefore, seg-
menting them would lead to incomplete topic segments.

In general, applying topic segmentation is particularly useful for
large documents of several hundred pages, such as books, as in our
example, or very large documents (e.g., court files), as long as they
represent continuous text. Topic segmentation is less useful for shorter
texts such as news articles and blog entries.

Word clouds generated for a body of text can serve as a starting
point for deeper analysis. We use the part-of-speech (POS) informa-
tion from NLP preprocessing to reduce the text of a segment to the
contained nouns, since these are likely to reflect the discussed con-
cepts. We are currently using the POS tagger from the mate-tools
(https://code.google.com/p/mate-tools/) for German
texts and the tagger from the Stanford CoreNLP library [37] for En-
glish ones. For computing the word clouds, we use the standard scor-
ing formula of Lucene [2]. This formula is a variant of the basic TF-
IDF scoring often employed in information retrieval. TF-IDF consid-
ers not only the frequency of a word within the text section represented
by a layer item (its term frequency – tf) but also in how many other
items on the same layer the word appears (in terms of its inverse doc-
ument frequency – idf). As a result, even if a word appears only once
within the scope of a layer item, it can still be a member of the item’s
word cloud if it does not appear in any other item of the same layer,
making the words in the cloud representative of the corresponding text
section.

Rule-based and machine learning-based automatic annotation
can, for example, highlight all literal quotations or proper names in
a text. We use the Stanford CoreNLP tools [37] for this purpose with
German and standard English models to detect the names of persons
and locations. For detecting quotes in text, we use the regular expres-
sion pattern ".*?" making each text enclosed in quotation marks a
quote. The lazy quantifier *? is required to prevent text between the "
at the end of one quotation and the " at the start of the next quotation
to be incorrectly marked as a quote.

An active learning algorithm can be used to create automatic anno-
tations for concepts that are more complex than what can satisfactorily
be expressed by rule-based annotation. For example, when applying
the quotation rule to Emil Staiger’s poetic “Grundbegriffe der Poetik”
(“Basic Terms of Poetics”, [36]), we noticed that text inside quota-
tion marks does not always constitute a quotation from another work.
Rather, Staiger also uses quotation marks to mark titles of other works
or to emphasize certain words that are important in the current context
but neither quotations nor titles. We addressed this by integrating the
support vector machine classifier provided by the Weka project [16].
We use either the user’s manual annotations or a set of rule-based an-
notations as an initial set of instances on which we train the classifier.
Each text between quotation marks is represented by a small number
of surface features. An example for one such feature is whether the
text between quotation marks is preceded by a person’s name. In this
case the text between quotation marks is probably a quotation rather
than an emphasis or title. We then apply this classifier to the entire text
to create appropriate annotations. The Weka classifiers also return a
confidence value, which we retain and communicate to the user. Note
that, in principle, we could re-train every part of the pre-processing
pipeline. The re-training of the quotation classifier is just an example
for how the re-training mechanism works in general. Re-training com-
ponents like the POS tagger is much more complex, which is why we
chose to implement the first version of the re-training mechanism for
a simple classification problem. The output of the quotation detection
is directly relevant for the literature scientists.

Fig. 2. Emil Staiger’s “Grundbegriffe der Poetik” divided (from left to right) into layers showing chapters, subchapters (with word clouds), pages
(with bar charts), lines of text, and scanned images of the actual pages.

3.3 VarifocalReader

Figure 2 depicts the main workspace of our VarifocalReader after load-
ing an exemplary literature document. Little icons in the layer head-
ers (Figure 2a) provide the option to enable on-layer displays of word
clouds, bar charts, and pictograms. It is also possible to hide a particu-
lar layer from view. Additionally, users can resize layers horizontally
by dragging the column header borders. This makes the Varifocal-
Reader approach very flexible because different aspects of the doc-
ument can be viewed simultaneously. Analyst can therefore focus on
those aspects of a document that are most relevant to their current task,
without being distracted by non-essential information.

VarifocalReader uses word clouds to give a visually appealing
overview of a section of text. This summarization is useful for learn-
ing about the number and kind of topics present in a body of text. We
organize these word clouds in a sequential layout with horizontal and
vertical arrangement of tags sorted by the score returned by a Lucene
query for the respective word (Figure 2b). Additionally, the user can
search the text section corresponding to the current layer item for an
individual word by clicking on it (Figure 2b). The search results are
highlighted on the different layers in red.

Bar charts show the number of occurrences of annotations or
search terms in the respective item (Figure 2c), and pictograms dis-
play the location of highlighted text segments (Figure 2d). Annota-
tions and search terms are also highlighted on the layer showing in-
dividual lines (Figure 2e). In case annotations overlap in the text, we
draw them using semi-transparency and alpha blending. A user can
select words or existing annotation and delete, change, or add new
annotations using a context menu (Figure 2f).

While it is important to be able to visualize the distribution of term
occurrences in documents, statistics alone do not show all aspects of
these occurrences and may hide significant details. Therefore, we
highlight all affected annotations on all the layers when the user se-
lects an annotation or bar chart (Figure 3). This makes it possible to
consider the annotations within their context in the actual text and is
important in order to assess the significance of the statistical results.

For example, a user can see whether the occurrences are far apart or
concentrated in few regions of text.

Fig. 3. The annotations contributing to the value of the selected bar
chart on the second layer are highlighted in red on the detail layer.

VarifocalReader can also display scanned images of the original
pages next to the detail layer (Figure 2g). This gives immediate access
to all nontextual information within a source document whenever the
need arises. Nontextual information may include pictures or handwrit-
ten text, which will usually look different when converted to a digital
text format.

Topic segmentation is especially useful when a document lacks the
formal structure expected from long documents or when its structural
elements do not give any indication of what the element is about. It
can also be useful when the structural elements are very long and with-
out further subdivisions. In those cases, the automatic division of long
structural elements can help users to find discussions about topics of
interest more quickly. For example, Staiger’s chapter “Vom Grund der
poetischen Gattungsbegriffe” (“On the Foundation of Generic Terms
in Poetics”) contains many topics like Pflanze (plant), Geist (spirit),
Sprache (language), or Zeit (time), as can be seen in the left part of
Figure 4. The topic segmentation algorithm divides this chapter into
six segments (visible in the right part of Figure 4). It is apparent that
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these segments focus on different aspects of the chapter. For exam-
ple, the first segment talks about Pflanze (plant) and Tierwelt (animal
domain) while the following segments discuss topics like Seele (soul)
and Geist (spirit) or temporal aspects like Gegenwart (present) and
Vergangenes (past things). This overview lets users find potentially
interesting topics by examining the word clouds for related words. In
effect, the topic segmentation layer elaborates on the word cloud sum-
mary of the chapter layer by adding information on the sequence and
combination in which these key terms appear. If an analyst intends
to examine a specific topic, these segments provide an indication of
which parts of the chapter are most relevant.

Fig. 4. The word clouds for a chapter (left) and the chapter’s automati-
cally generated topic segments (right) of Staiger’s book [36].

Another example for the utility of topic segmentation of a chapter is
depicted in Figure 5. This Figure shows, on the left, the word cloud for
chapter 9 of the Iliad. On the right we see the word clouds for the topic
segments computed for this chapter. Because the Iliad tells a story,
word clouds have to be interpreted differently than in Staiger’s poetic.
The word clouds in Figure 5 give an overview of the types of events the
chapter consists of. In the first word cloud, we see a theme expressed
by the related terms “ambassadors, judgment, scepters, king, council
and wisdom”. In the next word clouds, we see the central entities ap-
pearing in the story, e.g., the two characters “Patroclus” and “Ulysses”
in the second cloud, and “Althaea” and “Phoenix” in the fourth. The
word clouds do not denote abstract topics as in the poetic of Staiger
but give an indication of the parts of the story told in a chapter.

Annotations resulting from the active learning component include
a confidence value, which is visualized in the opacity of the annota-
tion highlight. Faint highlights indicate uncertain annotations, which

Fig. 5. The word clouds for chapter nine (left) and the chapter‘s auto-
matically generated topic segments (right) of the Iliad by Homer

are good candidates for manual annotation. The user can correct or
confirm these classifications and trigger a retraining to improve the
classifier by considering both the original training set and the addi-
tional information. Once retraining is complete, both the old and the
new classification is shown to enable users to quickly assess the suc-
cess of the retraining. Figure 6 shows a case in which quoting the term
“Antigone” was incorrectly classified as an emphasis (green) when in
fact it is a reference to the classical Greek tragedy and should therefore
be classified as a title (purple). This error can be corrected using a con-
text menu. Manual correction and retraining can be repeated as often
as necessary and greatly reduces the amount of training data needed to
produce a high-quality classifier.

Fig. 6. The incorrect classification of “Antigone” as an emphasis can
be corrected manually to improve the automatic classification. The ef-
fects of the previous training step are visible in the rectangular glyphs on
the left. The fourth occurrence of an annotation (upper row of glyphs),
which is currently classified as an emphasis (purple), was classified as
“unknown” before as indicated by the yellow bar. The wrongly changed
label/classification of “Antigone” is depicted by the first green (title) glyph
with the purple (emphasis) bar below it in the second row. Glyphs are
always sorted by current class assignment.

VarifocalReader also supports loading a second document to com-
pare two texts side by side. For this scenario, the view is duplicated
and mirrored to the right of the original one (Figure 7). This can be
used, e.g., to compare term distributions in two similar documents or
predominant terms at similar positions in the documents to discover
similarities and differences between the documents. It is also use-
ful for comparing documents that discuss similar topics from different
points of view because topic segmentations and word clouds facilitate
finding the sections relevant for a topic in either document. In a similar
way, different editions of the same work can be compared in order to
identify relevant changes more quickly.

4 USAGE SCENARIO

In the following, we present a usage scenario that demonstrates the
suitability of VarifocalReader for analysis tasks. Additionally, we de-
scribe a use case that shows how an English version of Homer’s “Iliad”
can be analyzed with our approach. The analysis of the first use case is
derived from real research (sub)tasks suggested by our project partners
from the institute of German literature studies. The second use case
illustrates the applicability of our approach to English documents.

As previously mentioned, the ePoetics project deals with the analy-
sis of German poetics, which can be seen as the predecessors of mod-
ern literary science. It is therefore interesting to see how authors of
poetics introduce and discuss, e.g., certain recurring topics, styles, or
themes that are used in literary works. While this may already be in-
dicated by the logical structure of poetics, e.g., by the chapters and
through textual explanations such as chapter titles, it can be missing
at finer levels of granularity. Exploration and visual summarization
of finer levels can therefore help to understand the content structure
within a sub chapter. A more specific question is which authors and
which of their writings are referenced as this can explain literary styles
and which works are seen as most representative. To achieve the latter
goal, an investigation of quotations in poetics seems to be a promising
approach and is outlined in the hypothetical example presented in the
following section.

Fig. 7. Two documents can be compared with VarifocalReader by showing them next to each other. Both documents can be navigated indepen-
dently.

4.1 Finding representative authors for literary genres

To gain some insights into these questions, a fictitious literary scholar
might load a digital version of Staiger’s “Grundbegriffe der Poetik”
into VarifocalReader. The scholar knows that Staiger mainly discusses
the three literary genres poetry, drama, and epics in his text book and
she is curious which literary works and authors he discusses in the
context of dramatic literature. As a first step, she adjusts the layers
to show word cloud summarizations in their respective segments. The
chapter dealing with dramatic literary works is quickly identified. In
the word cloud of this chapter, she notices the title of the literary work
“Wallenstein”.

She wants to know in which context Staiger discusses this work.
Browsing the word cloud summarization of the corresponding sub-
chapters with VarifocalReader indicates that subchapter three is the
most promising one to look at. She sees this because “Wallenstein” is
among the words with the highest rank in the cloud. After activating
the named entity recognition, it is not difficult to realize that several
persons are mentioned in this subchapter. Browsing through the names
shows that Schiller, the author of this work, and Max Piccolomini, one
of the central characters in the second part of Wallenstein, are often
and prominently mentioned.

In order to see which works are referenced in this subchapter, the
scholar activates the rule-based method for extracting text parts in
quotes. She observes that the four literary works “König Ödipus”
(Oedipus the King), “Antigone”, “Der zerbrochne Krug” (The Broken
Jug) and “Prinz Friedrich von Homburg” (The Prince of Homburg) are
discussed before Staiger turns to “Wallenstein”. She notices that those
four works are dealt with in a relatively short passage compared to the
following discussion of Wallenstein. This highlights the importance
of Wallenstein in this subchapter. By exploring the following text, she
learns that Staiger discusses the three parts of the trilogy: “Wallen-
steins Lager” (Wallenstein’s Camp), “Die Piccolomini” (The Piccolo-
mini), and “Wallensteins Tod” (Wallenstein’s Death) successively.

Our literary scholar then activates the classification method for dis-
tinguishing between quotations, emphases and titles of literary works,
which Staiger all writes with double quotes. Inspecting the occur-
rences identified as quotations, she notices that one is an emphasis
rather than a title, changes the class of the annotation, and retrains the
classifier. Once the classifier can reliably identify true quotes (as op-
posed to titles and quotation marks used for emphasis), she can use the
bar charts and pictograms on the less detailed layers to be guided to
the passages where Staiger most extensively quotes from other works.

4.2 Exploring the Iliad

To show the suitability for English text documents, we present an ex-
ample based on Homer’s “Iliad” using VarifocalReader. The “Iliad” is
a classic work about the Trojan war and consequently contains many
descriptions of numerous events of this war. An interesting aspect of
the “Iliad” is that each chapter begins with a summary of the incidents
detailed in the chapter. Accordingly, it would be useful to be able to
link the events mentioned in the summary with the text in the chapter
describing a particular event.

In our example, a user remembers that there was a fight between
Hector, a Trojan prince, and Ajax, one of the heroes of Greece. The
user does not remember the details of the fight or its circumstances,
therefore browses the chapter headlines, and finds out that chapter
seven describes the fight between Ajax and Hector. She is interested
in details of the fight itself and begins her investigation by reading the
chapter’s summary, which brings up two specific questions: i) Did any
outside forces interfere during the fight? ii) Who was responsible for
Paris’s peace-offering being rejected?

To answer those questions, she activates the topic segmentation to
get a better overview of the topics discussed in the chapter because
the “Iliad” contains no subchapters. In addition to that she activates
the named entity recognition. She also activates word clouds on the
chapter segments level and displays in parallel the pictogram view and
the bar charts on the page level. It becomes obvious that the informa-
tion she is interested in is most likely contained in the third chapter
segment. This is the only segment where Ajax and Hector both appear
in the corresponding pictogram. Browsing the occurrences of persons
she finds the text passage where the fight is described. She quickly
notices that Apollo intervenes in the fight by helping Hector through
restoring his strength when he falls to the ground (see Figure 8).

For answering the second question, she recalls the following sen-
tence she has just read in the chapter summary: “Priam sends a herald
to make this offer, and to demand a truce for burning the dead, the last
of which only is agreed to by Agamemnon.” She then notices that the
words “truce”, “treasure”, and “bodies” appear in the world cloud of
the third chapter segment. She marks them in the word cloud, looks
at their occurrences in the text, and thus finds the text passage which
describes how Tydides, one of the Greek, speaks out against the offer
of Paris and thus convinces the Greek to reject the peace-offering.

While the usage scenarios show rather specific application exam-
ples for VarifocalReader, we think that our approach can be useful
for analyzing other literature and long continuous text documents as
well. This will be even more the case if additional user-adaptable
techniques complement the presented ones. However, even with its
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these segments focus on different aspects of the chapter. For exam-
ple, the first segment talks about Pflanze (plant) and Tierwelt (animal
domain) while the following segments discuss topics like Seele (soul)
and Geist (spirit) or temporal aspects like Gegenwart (present) and
Vergangenes (past things). This overview lets users find potentially
interesting topics by examining the word clouds for related words. In
effect, the topic segmentation layer elaborates on the word cloud sum-
mary of the chapter layer by adding information on the sequence and
combination in which these key terms appear. If an analyst intends
to examine a specific topic, these segments provide an indication of
which parts of the chapter are most relevant.

Fig. 4. The word clouds for a chapter (left) and the chapter’s automati-
cally generated topic segments (right) of Staiger’s book [36].

Another example for the utility of topic segmentation of a chapter is
depicted in Figure 5. This Figure shows, on the left, the word cloud for
chapter 9 of the Iliad. On the right we see the word clouds for the topic
segments computed for this chapter. Because the Iliad tells a story,
word clouds have to be interpreted differently than in Staiger’s poetic.
The word clouds in Figure 5 give an overview of the types of events the
chapter consists of. In the first word cloud, we see a theme expressed
by the related terms “ambassadors, judgment, scepters, king, council
and wisdom”. In the next word clouds, we see the central entities ap-
pearing in the story, e.g., the two characters “Patroclus” and “Ulysses”
in the second cloud, and “Althaea” and “Phoenix” in the fourth. The
word clouds do not denote abstract topics as in the poetic of Staiger
but give an indication of the parts of the story told in a chapter.

Annotations resulting from the active learning component include
a confidence value, which is visualized in the opacity of the annota-
tion highlight. Faint highlights indicate uncertain annotations, which

Fig. 5. The word clouds for chapter nine (left) and the chapter‘s auto-
matically generated topic segments (right) of the Iliad by Homer

are good candidates for manual annotation. The user can correct or
confirm these classifications and trigger a retraining to improve the
classifier by considering both the original training set and the addi-
tional information. Once retraining is complete, both the old and the
new classification is shown to enable users to quickly assess the suc-
cess of the retraining. Figure 6 shows a case in which quoting the term
“Antigone” was incorrectly classified as an emphasis (green) when in
fact it is a reference to the classical Greek tragedy and should therefore
be classified as a title (purple). This error can be corrected using a con-
text menu. Manual correction and retraining can be repeated as often
as necessary and greatly reduces the amount of training data needed to
produce a high-quality classifier.

Fig. 6. The incorrect classification of “Antigone” as an emphasis can
be corrected manually to improve the automatic classification. The ef-
fects of the previous training step are visible in the rectangular glyphs on
the left. The fourth occurrence of an annotation (upper row of glyphs),
which is currently classified as an emphasis (purple), was classified as
“unknown” before as indicated by the yellow bar. The wrongly changed
label/classification of “Antigone” is depicted by the first green (title) glyph
with the purple (emphasis) bar below it in the second row. Glyphs are
always sorted by current class assignment.

VarifocalReader also supports loading a second document to com-
pare two texts side by side. For this scenario, the view is duplicated
and mirrored to the right of the original one (Figure 7). This can be
used, e.g., to compare term distributions in two similar documents or
predominant terms at similar positions in the documents to discover
similarities and differences between the documents. It is also use-
ful for comparing documents that discuss similar topics from different
points of view because topic segmentations and word clouds facilitate
finding the sections relevant for a topic in either document. In a similar
way, different editions of the same work can be compared in order to
identify relevant changes more quickly.

4 USAGE SCENARIO

In the following, we present a usage scenario that demonstrates the
suitability of VarifocalReader for analysis tasks. Additionally, we de-
scribe a use case that shows how an English version of Homer’s “Iliad”
can be analyzed with our approach. The analysis of the first use case is
derived from real research (sub)tasks suggested by our project partners
from the institute of German literature studies. The second use case
illustrates the applicability of our approach to English documents.

As previously mentioned, the ePoetics project deals with the analy-
sis of German poetics, which can be seen as the predecessors of mod-
ern literary science. It is therefore interesting to see how authors of
poetics introduce and discuss, e.g., certain recurring topics, styles, or
themes that are used in literary works. While this may already be in-
dicated by the logical structure of poetics, e.g., by the chapters and
through textual explanations such as chapter titles, it can be missing
at finer levels of granularity. Exploration and visual summarization
of finer levels can therefore help to understand the content structure
within a sub chapter. A more specific question is which authors and
which of their writings are referenced as this can explain literary styles
and which works are seen as most representative. To achieve the latter
goal, an investigation of quotations in poetics seems to be a promising
approach and is outlined in the hypothetical example presented in the
following section.

Fig. 7. Two documents can be compared with VarifocalReader by showing them next to each other. Both documents can be navigated indepen-
dently.

4.1 Finding representative authors for literary genres

To gain some insights into these questions, a fictitious literary scholar
might load a digital version of Staiger’s “Grundbegriffe der Poetik”
into VarifocalReader. The scholar knows that Staiger mainly discusses
the three literary genres poetry, drama, and epics in his text book and
she is curious which literary works and authors he discusses in the
context of dramatic literature. As a first step, she adjusts the layers
to show word cloud summarizations in their respective segments. The
chapter dealing with dramatic literary works is quickly identified. In
the word cloud of this chapter, she notices the title of the literary work
“Wallenstein”.

She wants to know in which context Staiger discusses this work.
Browsing the word cloud summarization of the corresponding sub-
chapters with VarifocalReader indicates that subchapter three is the
most promising one to look at. She sees this because “Wallenstein” is
among the words with the highest rank in the cloud. After activating
the named entity recognition, it is not difficult to realize that several
persons are mentioned in this subchapter. Browsing through the names
shows that Schiller, the author of this work, and Max Piccolomini, one
of the central characters in the second part of Wallenstein, are often
and prominently mentioned.

In order to see which works are referenced in this subchapter, the
scholar activates the rule-based method for extracting text parts in
quotes. She observes that the four literary works “König Ödipus”
(Oedipus the King), “Antigone”, “Der zerbrochne Krug” (The Broken
Jug) and “Prinz Friedrich von Homburg” (The Prince of Homburg) are
discussed before Staiger turns to “Wallenstein”. She notices that those
four works are dealt with in a relatively short passage compared to the
following discussion of Wallenstein. This highlights the importance
of Wallenstein in this subchapter. By exploring the following text, she
learns that Staiger discusses the three parts of the trilogy: “Wallen-
steins Lager” (Wallenstein’s Camp), “Die Piccolomini” (The Piccolo-
mini), and “Wallensteins Tod” (Wallenstein’s Death) successively.

Our literary scholar then activates the classification method for dis-
tinguishing between quotations, emphases and titles of literary works,
which Staiger all writes with double quotes. Inspecting the occur-
rences identified as quotations, she notices that one is an emphasis
rather than a title, changes the class of the annotation, and retrains the
classifier. Once the classifier can reliably identify true quotes (as op-
posed to titles and quotation marks used for emphasis), she can use the
bar charts and pictograms on the less detailed layers to be guided to
the passages where Staiger most extensively quotes from other works.

4.2 Exploring the Iliad

To show the suitability for English text documents, we present an ex-
ample based on Homer’s “Iliad” using VarifocalReader. The “Iliad” is
a classic work about the Trojan war and consequently contains many
descriptions of numerous events of this war. An interesting aspect of
the “Iliad” is that each chapter begins with a summary of the incidents
detailed in the chapter. Accordingly, it would be useful to be able to
link the events mentioned in the summary with the text in the chapter
describing a particular event.

In our example, a user remembers that there was a fight between
Hector, a Trojan prince, and Ajax, one of the heroes of Greece. The
user does not remember the details of the fight or its circumstances,
therefore browses the chapter headlines, and finds out that chapter
seven describes the fight between Ajax and Hector. She is interested
in details of the fight itself and begins her investigation by reading the
chapter’s summary, which brings up two specific questions: i) Did any
outside forces interfere during the fight? ii) Who was responsible for
Paris’s peace-offering being rejected?

To answer those questions, she activates the topic segmentation to
get a better overview of the topics discussed in the chapter because
the “Iliad” contains no subchapters. In addition to that she activates
the named entity recognition. She also activates word clouds on the
chapter segments level and displays in parallel the pictogram view and
the bar charts on the page level. It becomes obvious that the informa-
tion she is interested in is most likely contained in the third chapter
segment. This is the only segment where Ajax and Hector both appear
in the corresponding pictogram. Browsing the occurrences of persons
she finds the text passage where the fight is described. She quickly
notices that Apollo intervenes in the fight by helping Hector through
restoring his strength when he falls to the ground (see Figure 8).

For answering the second question, she recalls the following sen-
tence she has just read in the chapter summary: “Priam sends a herald
to make this offer, and to demand a truce for burning the dead, the last
of which only is agreed to by Agamemnon.” She then notices that the
words “truce”, “treasure”, and “bodies” appear in the world cloud of
the third chapter segment. She marks them in the word cloud, looks
at their occurrences in the text, and thus finds the text passage which
describes how Tydides, one of the Greek, speaks out against the offer
of Paris and thus convinces the Greek to reject the peace-offering.

While the usage scenarios show rather specific application exam-
ples for VarifocalReader, we think that our approach can be useful
for analyzing other literature and long continuous text documents as
well. This will be even more the case if additional user-adaptable
techniques complement the presented ones. However, even with its
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Fig. 8. VarifocalReader showing Homer’s Iliad as described in the
second usage example. The generated segments are depicted on the
left. In the middle, bar charts and the pictogram view are shown. On the
right, the plain text with highlighted named entities is depicted.

currently available set of automatic and visual methods, it can address
a wide variety of tasks.

5 DISCUSSION

VarifocalReader was developed to support intra-document analysis
and not for working with multiple documents at once. However, we
see two possibilities to extend the approach in this direction. The first
one would be the introduction of an additional parent layer that ab-
stracts multiple text documents or books. This approach, however,
introduces an artificial ordering of the documents in the additional li-
brary layer. While such an ordering could be meaningful, e.g., by
using the documents’ creation date, it would necessarily be different
from the organization in lower levels of the hierarchy, which are based
only on the sequential order of the text. It would therefore break with
the concept of depicting the same sequence in each layer.

In its current version, all layers of VarifocalReader are always syn-
chronized. This makes our approach slightly less powerful than other
approaches since it is not possible to move to another point of interest
in a layer without losing the current text details. However, this was a
necessary design choice for the benefit of having many layers. Nav-
igating these could not be handled by users without synchronization.
For the class of text analysis tasks we are aiming at, this is no dis-
advantage since we expect that they always involve reading the text
source itself, which requires switching the text details to the new lo-
cation anyway. Comparing multiple text sources, however, is not well
supported by our approach.

In this regard, other approaches that simply show separate text win-
dows are more scalable because multiple text views can be placed next
to each other as long as the available display size and resolution al-
low it. Our approach clearly uses more screen space and, while it
supports the comparison of two text documents by showing them next
each other with reversed hierarchal foci, it would be difficult to display
more than two of them with many layers. Scaling up to multiple doc-
uments by introducing an additional library layer as discussed above
would not help in such a case. However, by reducing the number and
size of the displayed abstraction layers drastically, more documents
could be shown next to each other (in this case without mirroring the
layers). Depicting just one small additional abstraction would reduce
the approach to showing multiple document views with vertical scroll-
bars holding additional cues. VarifocalReader has its strengths in intra-
document analysis. Comparing two text documents works well, but its
scalability to more documents is limited.

Scalability is also an issue when working with single documents.
Theoretically, documents can be arbitrarily long and screen space is
confined. Our approach is scalable because it already abstracts the
data at different levels and shows smaller sections of data on more de-
tailed levels. Nevertheless, visual abstractions might be too large for
the screen space the user is willing to allocate for them. In such situa-
tions, it is still possible to increase the visual aggregation of the shown
properties and, e.g., switch from a view that depicts text information

using symbolic rows to bar charts showing merely the frequency of a
text property.

Another scalability issue arises from the available layers. Our ap-
proach relies on available hierarchical structure to present an initial
overview of the document. Because these hierarchical levels are ei-
ther derived from content structure or, if available, layout structure,
they vary from document to document. Most often, at least two hier-
archical levels are available: the text level is always present and for
the medium to large document sizes we are aiming at, pages, sections,
chapters, or paragraphs are typically available. There are instances,
however, where the intrinsic document hierarchy is skewed in terms of
exhibiting strongly varying granularities. This can lead to situations in
which the partitioning of hierarchical levels is either too coarse or too
fine or the transition between such levels is too drastic.

In order to cope with skewed hierarchies, we included additional
mechanisms for splitting large text blocks and adding new intermedi-
ate hierarchy levels through topic segmentation as described in Sec-
tion 3.2.

Our approach particularly supports a hierarchical perspective on se-
quential text documents. This sequence is maintained automatically
between segments within each hierarchical level. However, not all of
our visual methods for aggregating text characteristics or summariz-
ing document content reflect the sequential nature of text within the
scope of their segment. The line-based view acknowledges the intra-
segment sequence of depicted occurrences of text characteristics while
others, such as the bar chart, do not. Particularly in combination with
the focus highlight (see Section 3.1), this could lead to misinterpre-
tation. Interestingly, this was not a problem reported by our expert
user, who also denied to be confused by those visual methods having
no sequential alignment within segments. Nevertheless, further inves-
tigation might be advisable and long term usage of VarifocalReader
by our partners from literary sciences will most probably lead to an
authoritative statement regarding this issue.

We discussed advantages and problems of VarifocalReader with an
expert from the department of German literature studies at the Univer-
sity of Stuttgart, who worked with our technique. We asked the expert
to speak frankly about the approach’s benefits and flaws, but it should
be mentioned that he is involved in the ePoetics project himself. Sub-
sequently, we only summarize the most interesting feedback. The lit-
erature scholar saw the organization of VarifocalReader into different
layers as an advantage. He specifically emphasized that the possibil-
ity to combine close and distant reading modes supports his tasks and
work flows on text documents very well. He considered this to be a
unique feature of the approach. When asked to prioritize the useful-
ness of the available visual representations, he said this would depend
on the task and that he uses all variants. Our expert emphasized the
benefits of the word cloud representation to be particularly useful for
getting a quick overview on a text document. He also mentioned that
the word cloud summarizations would help him get new ideas and de-
velop new hypotheses but that they are not useful on the lower layers
close to the text layer. He was enthusiastic about the word cloud for
the third chapter of Staiger’s work, in which he had special interest
in. According to him, the word cloud represented the most important
concepts discussed in this section of the work very well, and it was
straight-forward for him to recapitulate its contents. At this point in
time it was possible to create word clouds for each layer independent
of the number of contained lines or sentences. We now introduced a
threshold of a minimum of 10 per segment for the word cloud option.
Accordingly, he remarked that he often uses a setup that shows word
clouds on the upper layers and line-based abstractions and bar charts
on all layers.

Our expert acknowledged the (semi-)automatic analysis features of
the approach, e.g., for adapting uncertain extraction methods. The first
time we talked to him, he missed the possibility of comparing texts,
which led to the introduction of the mode for comparing two docu-
ments. He acknowledged the flexibility to choose which views should
be depicted in a layer. Additionally, he liked the option to display
the digitized image of a book’s page and mentioned that this would
increase his trust in the approach. This last aspect was also highly ap-

preciated by the participants of a literature lecture, where the approach
was presented. Because of this high interest in the digitized resources,
we see the optional augmentation of these images with highlights as a
potential direction of future work.

6 CONCLUSION AND FUTURE WORK

With VarifocalReader, we present a method that supports visual ana-
lytics tasks on large text documents. It is particularly useful in situa-
tions where scrutiny is required and findings have to be verified based
on the text source. The text part of interest can always remain in focus
while, at the same time, our approach lets users exploit document-
inherent hierarchical structures to inspect visual summarization on
finely graduated layers. This includes the inspection of images of the
original pages if the text has been digitized from a physical document.
In situations where the granularity of layers is inadequate, additional
layers can be generated through topic segmentation and available lay-
ers can be either removed or aggregated. Word cloud based summa-
rization enables analysts to understand the most important concepts
discussed in corresponding text segments. This is complemented by
visual support for conveying the occurrences of findings or extracted
passages in the text.

VarifocalReader also offers basic visual and interactive methods
for letting users understand and refine machine learning approaches,
which are common in natural language processing. The presented ap-
proach can be flexibly extended with additional text mining and NLP
methods as well as corresponding visual, interactive feedback loops.
This is, we believe, most important when the efficiency of high-quality
analyses of non-standard text resources is to be increased.

While the approach is already being used in its presented form by
literary scholars, there are many possible directions for improvements.
Up to now, we have not identified a good presetting or automation for
creating and showing an adequate initial set of layers and correspond-
ing visual abstractions within these levels. One reason for this lies
in the differences of layout and logical structure of the electronic text
documents we are working with in ePoetics and other projects. We
hope that long-term usage of VarifocalReader by our partners from the
literary studies will create additional insights to find a suitable preset-
ting for a reasonable automatic layer resolution.

Another missing feature is a language guesser. Particularly in poet-
ics, which is our current subject of analysis, authors often cite literary
works in their original language. This can conflict with the (automatic)
techniques we employ and lead to unintended results. With automatic
language detection this can be avoided easily.

In general, we aim at supporting a broader spectrum of NLP tech-
niques as part of VarifocalReader in the future. Many of these tech-
niques rely on part-of-speech (POS) tagging. There are already robust
POS taggers available [3, 42], which are based on machine learning
techniques and have typically been trained on large, contemporary
corpora. However, the performance of these out-of-the-box taggers
deteriorates when applied to older or even historic texts such as poet-
ics. Because the number of text resources from earlier time periods
that are electronically available is often sparse, unsupervised machine
learning techniques cannot be used easily to ensure adequate POS tag-
ging. With VarifocalReader, we see the possibility to follow a different
direction by letting users adapt standard POS taggers through interac-
tive feedback and refinement, thereby enhancing the performance of
dependent tools.

The visualization techniques we offer to abstract extracted text
properties in the different hierarchical layers are up to now suitable
to either show occurrences of findings in a text or aggregations of sta-
tistical aspects through bar charts or word clouds. How to depict rela-
tional or hierarchical aspects in VarifocalReader is a research problem
we will address in the future as well.
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Fig. 8. VarifocalReader showing Homer’s Iliad as described in the
second usage example. The generated segments are depicted on the
left. In the middle, bar charts and the pictogram view are shown. On the
right, the plain text with highlighted named entities is depicted.

currently available set of automatic and visual methods, it can address
a wide variety of tasks.

5 DISCUSSION

VarifocalReader was developed to support intra-document analysis
and not for working with multiple documents at once. However, we
see two possibilities to extend the approach in this direction. The first
one would be the introduction of an additional parent layer that ab-
stracts multiple text documents or books. This approach, however,
introduces an artificial ordering of the documents in the additional li-
brary layer. While such an ordering could be meaningful, e.g., by
using the documents’ creation date, it would necessarily be different
from the organization in lower levels of the hierarchy, which are based
only on the sequential order of the text. It would therefore break with
the concept of depicting the same sequence in each layer.

In its current version, all layers of VarifocalReader are always syn-
chronized. This makes our approach slightly less powerful than other
approaches since it is not possible to move to another point of interest
in a layer without losing the current text details. However, this was a
necessary design choice for the benefit of having many layers. Nav-
igating these could not be handled by users without synchronization.
For the class of text analysis tasks we are aiming at, this is no dis-
advantage since we expect that they always involve reading the text
source itself, which requires switching the text details to the new lo-
cation anyway. Comparing multiple text sources, however, is not well
supported by our approach.

In this regard, other approaches that simply show separate text win-
dows are more scalable because multiple text views can be placed next
to each other as long as the available display size and resolution al-
low it. Our approach clearly uses more screen space and, while it
supports the comparison of two text documents by showing them next
each other with reversed hierarchal foci, it would be difficult to display
more than two of them with many layers. Scaling up to multiple doc-
uments by introducing an additional library layer as discussed above
would not help in such a case. However, by reducing the number and
size of the displayed abstraction layers drastically, more documents
could be shown next to each other (in this case without mirroring the
layers). Depicting just one small additional abstraction would reduce
the approach to showing multiple document views with vertical scroll-
bars holding additional cues. VarifocalReader has its strengths in intra-
document analysis. Comparing two text documents works well, but its
scalability to more documents is limited.

Scalability is also an issue when working with single documents.
Theoretically, documents can be arbitrarily long and screen space is
confined. Our approach is scalable because it already abstracts the
data at different levels and shows smaller sections of data on more de-
tailed levels. Nevertheless, visual abstractions might be too large for
the screen space the user is willing to allocate for them. In such situa-
tions, it is still possible to increase the visual aggregation of the shown
properties and, e.g., switch from a view that depicts text information

using symbolic rows to bar charts showing merely the frequency of a
text property.

Another scalability issue arises from the available layers. Our ap-
proach relies on available hierarchical structure to present an initial
overview of the document. Because these hierarchical levels are ei-
ther derived from content structure or, if available, layout structure,
they vary from document to document. Most often, at least two hier-
archical levels are available: the text level is always present and for
the medium to large document sizes we are aiming at, pages, sections,
chapters, or paragraphs are typically available. There are instances,
however, where the intrinsic document hierarchy is skewed in terms of
exhibiting strongly varying granularities. This can lead to situations in
which the partitioning of hierarchical levels is either too coarse or too
fine or the transition between such levels is too drastic.

In order to cope with skewed hierarchies, we included additional
mechanisms for splitting large text blocks and adding new intermedi-
ate hierarchy levels through topic segmentation as described in Sec-
tion 3.2.

Our approach particularly supports a hierarchical perspective on se-
quential text documents. This sequence is maintained automatically
between segments within each hierarchical level. However, not all of
our visual methods for aggregating text characteristics or summariz-
ing document content reflect the sequential nature of text within the
scope of their segment. The line-based view acknowledges the intra-
segment sequence of depicted occurrences of text characteristics while
others, such as the bar chart, do not. Particularly in combination with
the focus highlight (see Section 3.1), this could lead to misinterpre-
tation. Interestingly, this was not a problem reported by our expert
user, who also denied to be confused by those visual methods having
no sequential alignment within segments. Nevertheless, further inves-
tigation might be advisable and long term usage of VarifocalReader
by our partners from literary sciences will most probably lead to an
authoritative statement regarding this issue.

We discussed advantages and problems of VarifocalReader with an
expert from the department of German literature studies at the Univer-
sity of Stuttgart, who worked with our technique. We asked the expert
to speak frankly about the approach’s benefits and flaws, but it should
be mentioned that he is involved in the ePoetics project himself. Sub-
sequently, we only summarize the most interesting feedback. The lit-
erature scholar saw the organization of VarifocalReader into different
layers as an advantage. He specifically emphasized that the possibil-
ity to combine close and distant reading modes supports his tasks and
work flows on text documents very well. He considered this to be a
unique feature of the approach. When asked to prioritize the useful-
ness of the available visual representations, he said this would depend
on the task and that he uses all variants. Our expert emphasized the
benefits of the word cloud representation to be particularly useful for
getting a quick overview on a text document. He also mentioned that
the word cloud summarizations would help him get new ideas and de-
velop new hypotheses but that they are not useful on the lower layers
close to the text layer. He was enthusiastic about the word cloud for
the third chapter of Staiger’s work, in which he had special interest
in. According to him, the word cloud represented the most important
concepts discussed in this section of the work very well, and it was
straight-forward for him to recapitulate its contents. At this point in
time it was possible to create word clouds for each layer independent
of the number of contained lines or sentences. We now introduced a
threshold of a minimum of 10 per segment for the word cloud option.
Accordingly, he remarked that he often uses a setup that shows word
clouds on the upper layers and line-based abstractions and bar charts
on all layers.

Our expert acknowledged the (semi-)automatic analysis features of
the approach, e.g., for adapting uncertain extraction methods. The first
time we talked to him, he missed the possibility of comparing texts,
which led to the introduction of the mode for comparing two docu-
ments. He acknowledged the flexibility to choose which views should
be depicted in a layer. Additionally, he liked the option to display
the digitized image of a book’s page and mentioned that this would
increase his trust in the approach. This last aspect was also highly ap-

preciated by the participants of a literature lecture, where the approach
was presented. Because of this high interest in the digitized resources,
we see the optional augmentation of these images with highlights as a
potential direction of future work.

6 CONCLUSION AND FUTURE WORK

With VarifocalReader, we present a method that supports visual ana-
lytics tasks on large text documents. It is particularly useful in situa-
tions where scrutiny is required and findings have to be verified based
on the text source. The text part of interest can always remain in focus
while, at the same time, our approach lets users exploit document-
inherent hierarchical structures to inspect visual summarization on
finely graduated layers. This includes the inspection of images of the
original pages if the text has been digitized from a physical document.
In situations where the granularity of layers is inadequate, additional
layers can be generated through topic segmentation and available lay-
ers can be either removed or aggregated. Word cloud based summa-
rization enables analysts to understand the most important concepts
discussed in corresponding text segments. This is complemented by
visual support for conveying the occurrences of findings or extracted
passages in the text.

VarifocalReader also offers basic visual and interactive methods
for letting users understand and refine machine learning approaches,
which are common in natural language processing. The presented ap-
proach can be flexibly extended with additional text mining and NLP
methods as well as corresponding visual, interactive feedback loops.
This is, we believe, most important when the efficiency of high-quality
analyses of non-standard text resources is to be increased.

While the approach is already being used in its presented form by
literary scholars, there are many possible directions for improvements.
Up to now, we have not identified a good presetting or automation for
creating and showing an adequate initial set of layers and correspond-
ing visual abstractions within these levels. One reason for this lies
in the differences of layout and logical structure of the electronic text
documents we are working with in ePoetics and other projects. We
hope that long-term usage of VarifocalReader by our partners from the
literary studies will create additional insights to find a suitable preset-
ting for a reasonable automatic layer resolution.

Another missing feature is a language guesser. Particularly in poet-
ics, which is our current subject of analysis, authors often cite literary
works in their original language. This can conflict with the (automatic)
techniques we employ and lead to unintended results. With automatic
language detection this can be avoided easily.

In general, we aim at supporting a broader spectrum of NLP tech-
niques as part of VarifocalReader in the future. Many of these tech-
niques rely on part-of-speech (POS) tagging. There are already robust
POS taggers available [3, 42], which are based on machine learning
techniques and have typically been trained on large, contemporary
corpora. However, the performance of these out-of-the-box taggers
deteriorates when applied to older or even historic texts such as poet-
ics. Because the number of text resources from earlier time periods
that are electronically available is often sparse, unsupervised machine
learning techniques cannot be used easily to ensure adequate POS tag-
ging. With VarifocalReader, we see the possibility to follow a different
direction by letting users adapt standard POS taggers through interac-
tive feedback and refinement, thereby enhancing the performance of
dependent tools.

The visualization techniques we offer to abstract extracted text
properties in the different hierarchical layers are up to now suitable
to either show occurrences of findings in a text or aggregations of sta-
tistical aspects through bar charts or word clouds. How to depict rela-
tional or hierarchical aspects in VarifocalReader is a research problem
we will address in the future as well.
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