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Fig. 1. The three main views of Serendip: CorpusViewer, TextViewer, and RankViewer.

Abstract— Exploration and discovery in a large text corpus requires investigation at multiple levels of abstraction, from a zoomed-out
view of the entire corpus down to close-ups of individual passages and words. At each of these levels, there is a wealth of information
that can inform inquiry—from statistical models, to metadata, to the researcher’s own knowledge and expertise. Joining all this
information together can be a challenge, and there are issues of scale to be combatted along the way. In this paper, we describe
an approach to text analysis that addresses these challenges of scale and multiple information sources, using probabilistic topic
models to structure exploration through multiple levels of inquiry in a way that fosters serendipitous discovery. In implementing this
approach into a tool called Serendip, we incorporate topic model data and metadata into a highly reorderable matrix to expose corpus
level trends; extend encodings of tagged text to illustrate probabilistic information at a passage level; and introduce a technique for
visualizing individual word rankings, along with interaction techniques and new statistical methods to create links between different
levels and information types. We describe example uses from both the humanities and visualization research that illustrate the benefits
of our approach.

Index Terms—Text visualization, topic modeling.

1 INTRODUCTION

Exploration and discovery in large text corpora can be a daunting task.
Corpora can easily grow to thousands or more texts, ranging in length
from short snippets to long books. The task is further complicated by
the range of questions that can be asked of such corpora, broad both
in subject (making comparisons across time, genre, author, etc.) and
in level of detail (corpus, document, passage, even word). Discover-

• E. Alexander, J. Kohlmann, and M. Gleicher are with the Department of
Computer Sciences at the University of Wisconsin-Madison. E-mail:
ealexand@cs.wisc.edu, kohlmannj@gmail.com, gleicher@cs.wisc.edu.

• R. Valenza is with the Department of English at the University of
Wisconsin-Madison. Email: valenza@wisc.edu.

• M. Witmore is with the Folger Shakespeare Library in Washington, D.C.
Email: mwitmore@folger.edu.

ies must often connect multiple subjects and levels of inquiry. Fortu-
nately, there is considerable information to aid these inquiries. Beyond
the texts themselves, there are statistical summaries of content, docu-
ment metadata, and analysts’ explicit and implicit knowledge of the
documents and their context. However, mixing these different types
of information across scales of inquiry is challenging. The informa-
tion types, and the existing tools that support their use, generally focus
solely on a particular scale.

In this paper, we introduce a topic modeling tool for text exploration
that is designed to address the issues of inter-mixing scales of inquiry
and information types. Our core idea is that to enable fluent fusion,
a system must provide not only a set of views for looking at the data
from multiple viewpoints, but also connections between the different
types of information allowing a reader to move smoothly across scales,
data types, and research questions. To achieve this, we have had to
adapt existing views to work with different types of text corpora data,
develop new views that address some unmet needs, and introduce sta-
tistical methods that help connect between different object types. The
resulting system enables users to explore questions about collections
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of texts, passages within texts, and sets of words that define topics,
intermixing these types and scales in their inquiry. We have embodied
our approach in a prototype system called Serendip.

Our motivations for Serendip evolved while working with litera-
ture scholars to enable the use of topic modeling as a tool in studying
large historical text corpora. These readers have different emphases in
their use of text analysis [14]; however we believe that the lessons we
have learned from them apply more broadly. Over a period of months,
we collaborated to understand their needs for text analysis, evolving
a prototype and refining our understanding of needs. This collabora-
tion included the system’s primary developer spending a month at the
Folger Shakespeare Library—an international center for literary and
historical research—working with potential users to understand how
the prototype might be adapted to meet their kinds of inquiry. The
work identified four key goals in a text corpora exploration system.

First, the system must address issues in scale. Computational meth-
ods like topic modeling are attractive because they enable working
with corpora that are too big to read. A system needs to scale to large
numbers of large documents (e.g. books and plays). While scaling to
large numbers of documents is commonly considered in corpus explo-
ration systems, long documents present an uncommon challenge. A
system must both present aggregate trends across documents, but also
guide readers to where these trends are reflected within documents.

Second, a system must allow for inquiries across different scales.
Inquiry might flow from top down: for example, identifying trends
across sets of documents leads to identifying specific documents and
passages that support them. This is critical for literary scholarship,
where arguments are frequently won or lost on the basis of close anal-
ysis of exemplary passages rather than the distribution of patterns and
charts. But it is also valuable in other domains, where readers must
check to see if the statistical patterns really reflect the meaning of the
passages [14]. Inquiries might also flow bottom-up, starting with a
word or topic of interest and seeing how these things make up larger
patterns across documents. Interaction between levels is important: a
question about one scale inevitably leads to questions and answers at
other scales. A system must provide clear starting points for explo-
ration, as well as ways of using intermediate results to build to next
steps at potentially different levels.

Third, a system must allow readers to pull together multiple sources
of information, both statistical as well as human-curated metadata.
Some of the metadata is explicit (e.g. the date of a book), while oth-
ers is implicit knowledge of the reader. Inquiries often mixed these
different types of information.

Finally, we wanted to promote serendipitous discovery: the act
of finding something unexpected while looking for something else
(or nothing in particular). There is a long history of thinking about
serendipity as an expression of individual luck, statistical chance, or
divine predestination, yet research points to practical ways in which it
can be consciously fostered [36]. This sort of design can be seen in
situations as commonplace as where to put books on the shelves of a
library, but is relatively unexplored in visualization.

We have built a system called Serendip that addresses these goals,
providing three tightly coupled main views (see Figure 1). It extends
a reorderable matrix view with novel features that allow it to better
address issues of scale, as well as to allow for multi-scale and multi-
information fusion. For example, we introduce new orderings that
connect between different data and new visual encodings that allow
for effective aggregation. It uses a tagged-text-plus-overview encod-
ing, adding features that direct users to key passages and convey the
probabilistic nature of topic tags, improving the quality of user in-
terpretations as well as their understanding and trust in the model. It
provides a novel view of topic words designed to address specific ques-
tions that arise and connecting these inquiries to other scales. All of
these are combined with interaction techniques that allow readers to
follow branching paths of inquiry across multiple scales and units of
analysis. We provide example use cases of Serendip, both on a visual-
ization data set chosen to demonstrate features, as well as a real data
set with explorations driven by a literature scholar.

2 RELATED WORK

There is much from the field of text corpus visualization—particularly
topic model visualization—that influenced our techniques and design.

2.1 Topic modeling
Topic modeling is a type of text processing that determines major
themes of a collection of texts through statistical analysis [4]. While
there is a broad and evolving range of available techniques, most pro-
duce results of a similar form: topics are represented by sets of com-
monly occurring words, allowing for documents to be assigned to top-
ics by considering the words they contain. Most topic modeling tech-
niques are probabilistic, so the assignments produced are weighted.

The most common topic modeling algorithm is Latent Dirichlet
Analysis, or LDA [4], and there are many available LDA implemen-
tations. The work described in this paper is designed to allow for dif-
ferent types of topic models, although we only demonstrate it with
LDA models. Similarly, our system is designed to be compatible with
a variety of topic modeling tools. The examples in this paper were all
created using the open-source Mallet software [28], but Serendip has
also been used with models built by other tools.

In this work, we view topic model construction as a separate step.
A topic modeling tool is used to construct a model from a corpus as
a pre-process. A second, Serendip-specific pre-process combines the
model data and the corpus to pre-compute much of the data used in
Serendip. Once these pre-processing steps are complete, the Serendip
tool is used to explore the processed corpus and model. In the future,
we hope to integrate the model construction and exploration steps to
better allow for tuning and adapting models.

2.2 Topic model visualization
The nature of probabilistic topic models makes them difficult to inter-
pret, and the need for visual tools has been identified before [3]. In
particular, the fact that the data tend to be noisy and variable makes
direct interpretation difficult: indeed the strength of the models is that
inferences are often built by combining many small things. Another
issue is the range of tasks in working with topic models, ranging from
evaluating and tuning models to observing trends in topics to finding
thematically similar documents.

Most tools for topic model visualization focus on specific tasks and
questions by providing specialized views. For instance, Dissertation
Browser [9] uses models built on PhD dissertations to track inter-
department collaboration. Other techniques are primarily concerned
with tracking topic evolution through time, including [37, 22, 16]
which use “river flow” layouts. In our work, we have sought to provide
flexibility in the range of inquiry supported through the use of multi-
ple linked views. Termite [8] is a tool for understanding topic models
themselves, not using them as tool for exploring the corpora. While
we draw several ideas from Termite, including the reorderable matrix
of dots and word salience computations, our approach extends it sig-
nificantly in order to work with the model and the corpora, allowing
for multi-scale explorations.

A broad range of work has considered using visualization to explore
text corpora beyond topic models. A common strategy is to abstract
the texts as glyphs and position them in 2D as a scatterplot. Numerous
approaches for organizing these layouts exist (see [30, 24, 20]), with
recent work on focusing user control [19] and understandability [7,
21]. We apply the idea of flexible layout as a mechanism for using
topic model data.

Existing tools have identified individual documents as an important
unit of study as well—though rarely the same tools that visualize docu-
ments at the corpus level. Within most topic model visualization tools,
single documents are either inaccessible or viewable only as plain-
text. This is generally sufficient, as model corpora typically contain
documents on the scale of abstracts, which can be easily skimmed.
When modeling much larger documents like books, additional infor-
mation from the model is needed to direct the user through the docu-
ment’s structure. (The motivation for this is described further in §3.)
Others have employed tagged text displays for such overlay of infor-
mation [14, 15], and they have been shown to allow users to make

174



aggregate judgments without sacrificing readability [13]. Plaisant
et al. have used colored tags to indicate metadata and user interest
[32, 10]. Whereas such tags are typically binary in nature, we have
applied them in a way that interactively conveys the probabilistic un-
certainty of a topic model, reflecting not only which words belong to
which topics, but which words are important to those topics (see §5,
6).

Most importantly, analysis of such corpora tends to be coordinated
dynamically across levels—unsurprising, since language works in an
integrated fashion, with small features contributing to broader narra-
tive functions. Our tool needed to recognize and focus user interest
upon that vertical integration of levels. Jigsaw [35] is one of few text
visualization tools to consider multiple levels of inquiry. At distant
levels, it relies on metadata and user selection; at closer levels, it pro-
vides plain text juxtaposed with statistics. In contrast, our approach
fuses multiple sources of information (particularly topic models), al-
lows and annotates longer texts in the detailed views, and has explicit
support for inquiries that move from details up to broader summaries.
PaperLens [27] similarly combines multiple views of clean metadata,
but does not consider the challenges of topic models.

2.3 Fostering serendipity
The word “serendipity” was coined by Horace Walpole, referring to
a story called “The Three Princes of Serendip,” in which the protag-
onists are able, through chance observation, to uncover the nature of
a camel they have never seen. The word has come to be associated
with occurrences of happy accidents that lead to unexpected discov-
ery. Though such instances are often attributed to fate or providence
on one hand or extreme cleverness on the other, research has been done
to determine how to make such “accidents” more likely. The most of-
ten used example is that of looking for a book in a library: a patron
navigates the stacks to find a particular book, but because of the way
books are organized, they end up stumbling upon an even better book
sitting on the same shelf. Thudt et al. [36] provide a thorough survey
of the research on promoting serendipity, and distill it into a concise
set of principles that apply to the design of visualizations:

1. Providing multiple access points. Unlike physical books on a
shelf, electronic documents can be arranged in many ways si-
multaneously. Users can make a more diverse set of findings if
they can view the data from a variety of different angles.

2. Highlighting adjacencies. Serendipitous findings tend to occur
near where the user is searching, and so it is important to visually
emphasize these proximities.

3. Offering flexible pathways for exploration. While many sys-
tems offer data access through directed querying, encouraging
open-ended exploration—with a variety of viewpoints and tran-
sitions between them—seems to enhance serendipity.

4. Enticing curiosity and playfulness. Finally, even when pre-
sented with surprising juxtapositions, the user must be in a cre-
ative state of mind to be able to make connections between them.
An experience that engages their sense of fun has been shown to
promote this state of play and exploration.

Thudt’s Bohemian Bookshelf system, based on these principles,
helps users find books in a library. We have aimed to use the prin-
ciples in our approach for text exploration.

3 EXPLORING TEXT CORPORA WITH SERENDIP

Our approach is designed to combine tenants of serendipity and multi-
level exploration, dealing comprehensively with issues of scale. We
incorporate three main views, each designed to serve as an access
point to the data and support a different level of inquiry. At the cor-
pus level, we provide a reorderable matrix to highlight adjacencies
between documents and topics.At the document level, we use tagged
text and overview displays to help readers find and analyze passages
in large documents. Finally, at the level of individual words—a level

we only observed the need for after watching users interact with our
text level tool—we introduce a ranking visualization that shows how
words are distributed across the topics.

Ultimately, it is the interactions between these levels that provide
“flexible pathways for exploration” as laid out in the above principles
of serendipity. There are many possible units of interest within the cor-
pus: topics, documents, metadata, passages, words. A user may find
him or herself entertaining one (or some) of any of these, either as their
initial entry-point to exploration or as an intermediate step along the
way. To provide for flexible information usage, we offer techniques for
using any of these units to identify other units of interest, of potentially
different types. For example, documents (or sets of documents) can be
used to find other documents, metadata categories, topics, passages,
or words. Providing linkages between the different combinations of
units requires an array of different visual, interaction, and statistical
techniques. User inquiry must be allowed to move across these levels
in a flexible, sustained way; our users need access to multiple starting
points and control over their own successive re-orientations, building
inquisitive momentum as intermediate results drive next steps. These
linkages are described in the following sections.

The centerpiece of the corpus level tool, CorpusViewer (§4), is a
re-orderable matrix that connects documents to topics. To address the
“many documents” and “many topics” issues of scale, the matrix sup-
ports filtering and selection, aggregation, and ordering. Ordering is
a key tool as it not only addresses scale—by placing salient objects
at the top—but also promotes serendipity by placing similar objects
next to each other. CorpusViewer focuses on exposing patterns across
documents and topics, and identifying specific items to explore more
closely. Additionally, it provides ways to overlay other information
types, such as metadata and words, and to link to other views.

TextViewer (§6) allows for detailed examination of how topics are
reflected within a specific document. A tagged text visualization
shows the topics and the text. To support long documents, a summary
graph shows how the topics occur over the length of the document.
This view’s main role is to connect high-level trends to specific ex-
ample passages, validate them for the user, and help build the user’s
understanding in the workings of the model. However, it is also im-
portant for identifying topics and words to explore in other views.

RankViewer (§7) allows users to examine specific words and see
which topics use them. This tool is useful for relating topics and
words, and comparing different topics and words. It can provide top-
ics (and orderings of topics) to explore more closely in other views.
Central to viewing words in topics (in both RankViewer, but also Cor-
pusViewer) is a mechanism for ranking words (§5).

4 VIEWING THE CORPUS

CorpusViewer provides a high-level overview of the entire corpus. It
is designed to help identify trends in documents and topics, and to
use them to focus on more specific items (or sets of items). Its main
view is a reorderable matrix that plots documents (rows) against topics
(columns), encoding the values of the distributions as circular glyphs
on the vertices of the grid (see Figure 2). We have supplemented this
matrix with features to combat scale, connect outside information, and
promote serendipitous discovery at the corpus level.

4.1 Filtering and selection of data
A simple but important way to combat the potentially vast dimensions
of this matrix is to make sure users are able to focus on objects of
interest. We provide a query-system that allows users to pick out doc-
uments and topics based on their metadata. Once selected, these sets
can be hand-tuned, colored, moved to a more prominent position in
the matrix (typically the top-left corner), used as a basis for reordering
the matrix as described in §4.2, or saved to be explored later.

Selections (and set building) can also be done manually. This is
sometimes useful for removing erroneous rows and columns from a
query. More importantly, the ability to build sets provides a way for
the user to express knowledge (e.g. of a known set of objects of inter-
est), and to use intermediate results of prior steps to make new steps
(e.g. using the top elements of a sorting, or surprising anomalies, to
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Fig. 2. CorpusViewer centers around a re-orderable matrix that provides a variety of ordering, selection, aggregation and annotation features to
help users find high-level patterns in the corpus and connect to specific documents and topics. Each row represents a document, each column a
topic, and the circle size encodes the proportion. Here, colorings are applied to selected columns in order to connect to other views of topics. In
the upper right, a topic is depicted by showing the proportions of its most salient words.

create a new ordering). First class selection sets are supported for both
documents (rows) and topics (columns).

4.2 Reordering the data

Reorderable matrices have been around since they had to be rearranged
by hand [2]. While many try to find the “optimal” order of rows and
columns in a matrix [11, 23], people have been shown to find inter-
esting attributes and patterns within the data if they are given direct
control of the orders themselves [34]. Embracing this idea, we have
created a number of ordering options designed to address the require-
ments of our tool.

Good orderings combat scale, concentrating the most salient items
at the top or bottom of the list. Good orderings also promote serendip-
ity by putting similar objects next to each other and providing differ-
ent ways of looking at the objects. We identify three different types of
orderings: blind orderings that just use the distributions, but are use-
ful for starting an inquiry; question-based orderings that use other
sources of information (such as sets of other units or metadata); and
similarity-based orderings that order based on similarity to a seed set
of like units. These orderings can serve as starting points of inquiries
(with or without a specific question or object in mind), or serve to use
an intermediate result or finding as a point for further inquiry. In our
prototype tool, we have provided orderings of each type for both the
rows (documents) and columns (topics) of the matrix.

4.2.1 Document orderings

The number of documents (and therefore rows) contained within a cor-
pus is perhaps the biggest scaling issue in these models, and therefore
good techniques for document ordering are crucial.
Blind: As a blind entry-point into the documents, we offer a way of
sorting by their topical complexity. This was inspired by [17], which
used a form of entropy to distinguish between documents that contain
single topics and those that contain multiple topics. Rather than using
entropy, we allow the user to sort documents by the proportion of their

nth strongest topic. This can provide an approximation of topic en-
tropy. For example, sorting by the third highest topic proportion finds
documents with (at least) three strong topics. Sorting by small num-
bers of topics (especially 1) finds documents that are strongly domi-
nated by a single topic.
Question-based: Question-based orderings attempt to answer user
queries by pulling the most relevant documents to the top of the list,
where relevancy can be based on information other than the docu-
ments. The most commonly used is ordering based on the strength of
a selected topic (or set of topics) of interest (e.g. “Which documents
are highest in topic x?”). Documents can also be sorted by metadata
fields, which can be useful for exposing topic trends in a particular
group of documents or for aiding in search. (Some of these same tasks
can also be achieved by using metadata for searching, filtering (§4.1),
and aggregation (§4.3).)
Similarity: Creating orderings of documents by similarity of their
topic data—e.g. finding documents that resemble an example docu-
ment or set of examples—is a particularly important ordering tool. It
provides an initial entry point when the user has familiarity with even
a few of the documents, but also provides a follow-up step when inter-
esting documents are found. There are two key questions in building
similarity metrics: how to compare document vectors, and how to cal-
culate distance to a group.

The documents are represented as vectors of their topic propor-
tions. In general, meaningful distance metrics in high-dimensional
spaces are challenging (see [38] for a survey of the issues). Document
vectors are also sparse and (nearly) convex (discounting truncation is-
sues). By convention, we generally use the cosine similarity metric
rather than Euclidean distance, but both metrics are mainly meaning-
ful when documents are close: as documents become farther apart,
the metrics become less interesting. We use Euclidean metrics for
performing clustering. Our system also provides weighted variants of
similarity metrics, where different topics are weighted differently. The
weights can come from various forms of topic selection and ordering
criteria (below), providing a simple form of distance metric adaptation.
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The primary way that our system measures distance to a set of docu-
ments is by computing the “center” of the set (by computing the mean),
and measuring the distance to this point. This approach has two key
flaws: first, averaging vectors damages the sparse and convex struc-
ture; second, the center may not adequately capture a multi-modal (or
oddly shaped) distribution. To combat these issues, we provide an
alternative. We generate multiple centers for the set by k-means clus-
tering, and define distance as the minimum to any one of the centers.
As a special case, choosing the number of clusters equal to the set size
guarantees that items in the set have zero distance to it. The multi-
center approach, in principle, improves performance because the dis-
tances are smaller and therefore are better approximations. In practice,
the errors in the single center approach often create serendipitous acci-
dents: while the closest documents to a set are often not in the set, they
are nonetheless often interesting and/or surprising. When computing
distance to a center, we can use the variance of the set to provide a
weighting so that higher variance topics contribute less.

4.2.2 Topic orderings

While there are generally considerably fewer topics than documents, it
is still often impractical to scan through the entire list. Column order-
ings are also important for promoting serendipity: not only for identi-
fying other topics of interest, but for seeing that documents combine
multiple topics in different ways. Column orderings can also be use-
ful for suggesting smaller sets of relevant topics so as to have a more
focused distance metric for sorting rows.
Blind: For the topics, we offer a variety of blind entry points based
on statistical metadata. Most prominently used among these is sort-
ing the topics by the number of documents containing them, giving
the user a sense of the most prevalent topics in the model. Another
valuable ordering is the variance of a topic’s proportions when it is
present within a document: does it tend to dominate documents, or is
it more briefly mentioned? Other blind orderings include maximum
proportion, minimum proportion, and mean value.
Question-based: The most common tool for ordering topics is based
on a document (or set of documents). The topics are sorted by propor-
tion in the document (or average in the set).

A second set of question-based orderings pulls in outside informa-
tion in the form of document metadata. These orderings use statistical
measures to determine how well different topics correlate with meta-
data distinctions. The more general of these orderings is the ANOVA
ordering. This tool uses a categorical metadata element (such as genre)
and performs a one-way ANOVA for each topic to determine how
likely the different categories are to have different mean values. Sort-
ing by the F-value ranks the topics by their ability to distinguish the
different categories. A second such ordering tool is contrast ordering.
This tool takes two sets of documents and computes the t-statistic for
each topic, testing that the two sets have different mean values. Again,
ranking by this statistic orders the topics by how well they distinguish
between the two classes.

We note that topic data does not meet the assumptions for the sta-
tistical tests applied to produce orderings. However, since our goal is
to assess the relative values for ranking, rather than using the precise
values to determine significance, we feel these approximations are jus-
tified. Alternate statistics, such as the non-parametric Kruskal-Wallis
H, could be applied instead (see §10).
Similarity: Much like documents, topics can be sorted by their simi-
larity or weighted similarity to a particular topic or set of topics. The
metrics compare how the topics are used in the documents, rather than
the words they contain. By default, cosine distance is used to compare
vectors; however, an alternative uses the Spearman rank correlation
coefficient to measure how similarly the topics rank the documents. In
practice, these seem to provide similar results.

4.2.3 Other Proximity Displays

Ranking, often using distance metrics, is an important method for
creating serendipity by putting similar things next to each other in
a list. However, the confines of a 1D ranking may not adequately

capture nearness, and other visual encodings of similarity may pro-
mote serendipity in different ways. For these reasons, our system also
generates scatterplots of two dimensional embeddings of the distance
functions. The default is to use a spectral embedding as it captures
the near-neighbor behaviors that are most likely to be interesting, and
ignores larger distances that are less likely to be meaningful. Non-
linear manifold embeddings, such as IsoMap, have similar properties.
Our implementation uses a standard library (scikit.learn [31]) that pro-
vides a number of embedding techniques. Scatterplots are colored by
metadata, as shown in Figure 7.

To create a very different view of proximity, our system performs
a k-means clustering and presents the results with each cluster being
a list ordered by distance to the cluster center. This view emphasizes
neighborhoods of similar objects to promote the serendipitous discov-
ery. It also provides a sense of the diversity in the corpus, as the cluster
centers provide a sampling of dissimilar documents.

4.3 Aggregating the data
While a variety of ordering metrics combats scale by concentrating im-
portant documents together, this is not always enough, especially when
trying to compare groups of documents. This connects to our goal of
pulling outside information into the analysis: comparing collections
of documents—especially those grouped by categorical metadata like
genre or conference, as seen in §9—is a very common use case. We
enable such comparison by allowing the user to aggregate documents
into sets based on arbitrary fields of metadata. This can dramatically
reduce the size of the matrix to be explored.

When aggregating, we average document rows into single vectors
that display the mean value of each topic’s proportion using filled cir-
cular glyphs. Our encoding also reflects the variance of topic propor-
tions within these groups of documents. On top of the filled circles,
we add three thinner, unfilled circles that encode the first, second, and
third quartiles of the aggregated values (see Figure 3). In other words,
if a set of documents varies dramatically in its proportion of a particu-
lar topic, that glyph will resemble a bulls-eye of concentric circles. If
the documents all share similar proportions of the topic, the concen-
tric circles will fall roughly on top of one another, approaching a glyph
that looks like a single circle.

Fig. 3. When aggregating documents, CorpusViewer uses glyphs that
give a sense of both mean and variance. The filled circle represents the
average proportion for a given topic for all documents in the aggregation.
The three non-filled circles indicate the first, second, and third quartiles
for this topic’s proportions across the documents in the aggregation.

4.4 Other features for exploration
There are a number of features for annotation within the tool. The
user can label documents with any field of metadata; title is a com-
mon choice. While there is no such associated metadata for topics,
the reader can rename topics with arbitrary strings of their choosing
(see Figure 2), creating meaningful labels based on their observations
across words and documents. By combining multiple sources of infor-
mation, users can come up with names that are much more descriptive
and interesting than what can be generated algorithmically (see §9.2).
Readers can also assign colors to sets of documents and topics (see
Figure 2), either manually or by queried selection. These colors are
retained across all levels of Serendip (see §6, 7).

CorpusViewer also provides extra details on demand in the two
windows on the right that give statistical information and metadata
about selected topics (top) and documents (bottom) (see Figure 2).
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Fig. 4. TextViewer combines tagged text with a line graph overview for
navigation. The line graph can be used to navigate to passages with
varying densities of topics. The tagged text is ramped so that words
with higher ranking (see §5) are darker and more salient. The column
on the left displays allows toggling topics on and off.

The topic view is particularly useful for viewing the topic’s highest
ranked words, as described in §5. Finally, these windows act as jump-
ing off points into the other levels of Serendip. Double-clicking the
document’s heading will open the document within a new TextViewer
window (§6) while clicking on a particular word in the topic view will
display that word’s rankings within a new RankViewer window (§7).

5 REPRESENTING TOPICS

Representing topics as a list of words requires a good metric for rank-
ing them, as only the topmost words can be displayed at once. Both
CorpusViewer (§4) and RankViewer (§7) show lists of top-ranked
words, and the metric determines color-ramping in TextViewer (§6).

The most commonly used ranking metric is frequency: the percent-
age of a given topic accounted for each word. This has a distinct bias
toward words appearing in many topics. Models typically factor out
pervasive stop words such as articles and pronouns, but the most fre-
quent words in a topic are often still pervasive enough to be rather
uninformative for distinguishing topics.

The other extreme is to rank words within a topic by the informa-
tion they gain toward identifying that topic. Information gain can be
computed by using the Kullback-Leibler divergence [26] between the
probability an arbitrary word k was generated by topic T given k = w,
and the probability k was generated by T without that knowledge. In-
tuitively, ranking words by information gain in this way will pick out
words that best distinguish the topics. However, this metric has a large
bias toward very rare words that appear only a handful of times within
the corpus, and are therefore uninformative in their own way.

We create a metric that combines the benefits of both frequency and
information gain by multiplying them together. This saliency metric is
similar to that introduced by Chuang et. al. for finding salient words
across an entire model, not just within a topic [8].

6 VIEWING DOCUMENTS

TextViewer not only allows the viewer to see specific documents, but
also to see how various topics are reflected within them. This lets
well known passages serve as entry points to the model (by suggest-
ing topics for exploration at a higher level) as well as being a way of
providing exemplary passages for high level trends. The need to trace
trends down to the passage level is particularly prevalent among hu-
manities scholars, for whom textual examples are a required part of
their rhetoric [14]. However, providing low-level examples can also
help readers in other domains, both to explain high-level trends and to
build trust in the model [14].

6.1 Intra-document navigation
Topic model visualizations that do give access to the documents typ-
ically present the raw text, unannotated. This is often sufficient since
the documents being modeled are on the scale of abstracts. If the
model assigns a particular topic to a given document, abstracts can
be quickly skimmed as a sanity check. Such is not necessarily the
case when modeling documents on the order of novels and books. Just
as themes and subject matter will come and go throughout the course
of a story, so do the occurrences of a topic vary in density. As such,
readers may require a navigational aid to find exemplary passages of
high-level topical trends within longer documents. We use overview
visualizations to direct readers in this manner.

A variety of existing techniques for representing document struc-
ture were more complicated than necessary for the task [33, 25, 12].
Our overview is simple: a line graph displaying densities for each
topic with adjustable smoothing. These graphs can show many topics
at once, with users being able to toggle topics on and off, giving “on”
topics a qualitative color encoding (pulled from ColorBrewer [6]) that
is consistent across the different levels of Serendip—making compar-
isons of topic trends perceptually clear and affording smooth transition
of the user’s exploration across levels.

In TextViewer, these graphs become a useful aid to navigation
within a document. It is easy to determine from the peaks and val-
leys of the topic lines which passages are high or low in a topic, which
contain a mixture of topics, etc; by clicking a particular position on the
overview, the reader is able to easily scroll to any passage of potential
interest within the pages of the document.

6.2 Text tagging
Once the reader has arrived at a passage, their question becomes:
which words matter? Providing the raw text offers some utility, but
we can provide more by annotating the text with data from the model.
In TextViewer, we do this using colored backgrounds to highlight indi-
vidual words. Since LDA labels each word with a topic, the easiest ap-
proach would be to just assign each topic a single color. However, tag-
ging all of the words in a document—even discounting stopwords—
tends to result in displays that are overwhelming and often uninforma-
tive (see Figure 5). Worse, tagging all words equally can sometimes
be negatively informative. For instance, there may be some words
that have too low a frequency for LDA to “know what to do with,”
yet must get some tag, likely just the most common one around them.
Researchers accustomed to the practice of close reading may read too
much into these relatively less “meaningful” tags. As such, we need to
sparsify the display to give greater perceptual weight to words that the
model deems more “important.” And for those readers who are partic-
ularly interested in individual words, we need to give them an idea of
what else any given word might relate to.

There are many ways to define which words are important. Within
the toggled-on topics, we deem the “importance” of a given word to
be its ranking within its topic, using whatever ranking scheme is cur-
rently enabled (saliency being the default—see §5). We divide words
into bins along a single-hue ColorBrewer ramp based on their rank-
ing, giving darker tags to higher ranked words and vice versa. On a
white background, this has the double benefit of drawing user attention
to meaningful words as well as greatly sparsifying the visual display,
making the text easier to read (see Figure 5).

Apart from letting readers focus on the most salient words, this
method of tagging also conveys the inherent uncertainty associated
with probabilistic methods like topic modeling. This is often diffi-
cult for readers to accept. Such was our observation from our work
with humanities scholars. Our collaborators would often focus in on
one surprising word, perhaps exclaiming: “Why is that in Topic 3?!”
Sometimes the answer might be meaningful: that word is actually as-
sociated with others in Topic 3 in an interesting and surprising way.
However, the answer might not be meaningful. Maybe the word ap-
pears in every topic at some point, or perhaps it is seen so infrequently
that the model did not have enough context to informatively tag it, or it
may just be the luck of the draw. By using saliency-based color ramps,
readers focus much more on the meaningful words, as determined by
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Fig. 5. Top: Traditional color-coded tagging creates an overwhelming
view that is difficult to read and more difficult to interpret correctly. Bot-
tom: Using our system of ramped tags, the most important words stand
out, and the entire passage is easier to read.

the model. Additionally, conveying this element of uncertainty within
the model lets new users begin to appreciate the inexact nature of the
algorithm. This decreases their tendency to accept each aspect of a
model as gospel, or to dismiss entire models out of hand when they
exhibit some unexpected property.

Given our readers’ predisposition to focus on single words or
groups of words, we needed to go one level deeper beyond the level
of passage. Clicking on any individual word, then, takes the reader
into the deepest level of Serendip, RankViewer, allowing them to see
how that word—and any others in which they might be interested—are
dispersed throughout the topics (see §7).

7 VIEWING WORDS

Individual words are not typically the focus of exploration within a
topic model, but they are frequently the objects of study within the hu-
manities. They can also serve as an accessible entry point to a model
within any domain. Even barring thorough knowledge of topic mod-
eling, most any researcher will be able to come up with a few words
whose behavior they would be interested to track within a corpus.

Single words also offer an additional form of adjacency within
the topics, and thus another opportunity for serendipitous discovery.
While watching our collaborators use our tools, we saw that their in-
terest was often piqued by “surprising” words—words appearing in a
topic the user thinks he or she understands, but which do not immedi-
ately fit with that understanding. As described in §6, there are many
reasons why such surprises may occur—some interesting and some
not—so it is important to filter out the less meaningful ones using
saliency ranking. But for the salient surprises, the user’s immediate
question tends to be “What else is that word in?”

RankViewer (Figure 6) was created to answer this question. A sim-
ple list of topics containing a word is insufficient, because the saliency
of a word within a topic (where it falls within the topic) is important
for determining its relevancy. Instead, our tool shows where a word—
or group of words—appears within topic word rankings using lines in
an inverted bar chart. Gray bars indicate the relative size of the topics,
which can vary dramatically within a model. Color coded lines within
these bars correspond to the ranking of individual words that the user
has indicated for analysis, either by clicking on them in TextViewer or
CorpusViewer, or by manually searching for them within RankViewer.
Topics can be sorted and rearranged based on the prevalence of a par-

Fig. 6. RankViewer shows where words fall in the rankings of individual
topics. Topics are represented by gray bars and can be sorted by any
combination of words being searched for (which are underlined). Indi-
vidual lines indicate each word’s ranking within the topics, color coded to
match the list on the left. The view on the right displays the top-ranked
words of a selected topic.

ticular word or set of words, and clicking on a given topic creates a
fuller display of its rankings on the right.

Giving users this level of depth lets them confirm the importance
of words within a topic, improving the validity of their interpretations
and strengthening their understanding of the model. By juxtaposing
topics in a different way, RankViewer also opens up new pathways for
exploration at higher levels. When users see that an interesting word
is present in another topic, they can move quickly to that new topic
in CorpusViewer and explore it in depth, examining other documents
which contain it. This cascading effect is productive, allowing for
bottom-up exploration, and ensuring that inquiries don’t necessarily
“bottom-out” at the lowest (word) level.

8 IMPLEMENTATION

Our prototype for Serendip is web-based to make it easily shareable
and accessible to a variety of users. Serendip operates on a back-end
written in Python with the Flask framework and a front-end written in
Javascript and D3 [5], with Twitter’s Bootstrap providing UI elements.
Topic model data is stored on the server as CSV files, and texts are
pre-processed into paginated HTML. Though the tool is designed to
be model agnostic, all of the models described in our use cases were
generated using Mallet [28].

9 USE CASES

We describe here some initial experiences using Serendip on various
corpora. The first use case was performed by visualization researchers,
and is intended to illustrate the capabilities of our techniques on a fa-
miliar dataset. The second use case was performed by a literature
scholar with some experience using the tool and provides an example
of serendipitous findings on real data. Other initial use cases with do-
main researchers (not reported here) include a collection of over 600
plays, and a large collection of novels.

9.1 Vis Abstracts
To demonstrate Serendip’s features, we describe its use on a famil-
iar corpus: a collection of abstracts from select IEEE sponsored vi-
sualization conferences from 2007-2013, including SciVis, InfoVis,
VAST, BioVis, and PacificVis. We standardized the conference names
and used various heuristics to remove bibliographic entries for “non-
papers.” The corpus consists of 1127 abstracts, ranging from 30 to 389
words. The discussion below is based on a 30-topic model. The find-
ings on a familiar data set allow us to sanity check that system features
provide reasonable results.

We started with a common question: are the content differences be-
tween the conferences reflected in the model? For an initial look, we
chose a 2D spatial embedding (using Spectral Embedding), coloring
the scatter plot by conference (Figure 7). This provided a picture with
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Fig. 7. A scatterplot of an embedding of the documents in the Vis-
Abstracts corpus. Spectral embedding was applied to the document
vectors. Each point represents a document, and is colored based on
the venue of the document. The plot shows, at a glance, that the topic
data is capturing some sense of the distinctions in the venues. Venues
with more focused themes (VAST, InfoVis, SciVis), tend to group more
closely together, while general venues (PacificVis) are more diverse.

the thematic conferences being relatively distinct, while the general
conference (whose topics span the range of the others) is more spread
out. To see which topics create the distinction, the ANOVA ranking
was used to order the topics. The top topic has terms visual, analyt-
ics, and analysis among its top terms, and showed that many VAST
papers self identify themselves in their abstracts. The second ranked
topic also identified VAST papers, using terms related to the VAST
challenge contest. The third topic featured the terms volume and ren-
dering. The lowest ranked topics for distinguishing venue featured
generic terms, such as problem and approach.

Next, we re-ranked the topics based on their ability to contrast
VAST and InfoVis papers. Amongst the least distinctive topics were
not only topics with generic terms (e.g. problem, approach, . . . ), but
also a topic featuring time and dynamic and one with space and dimen-
sions, both suggesting common topics at the venues.

Ranking topics by their ability to contrast 2007 and 2013 indicated
topics that have changed. The two highest ranked topics for contrast-
ing these years were studies, significant, evaluate, . . . and fast, gpu,
. . . While many of the lowest ranked topics were generic terms, some
recurring challenges, such as imaging, diffusion also appeared.

For a more specific exploration, we looked for documents to en-
hance the related work section of this paper. We started with an initial
similar paper, ParallelTopics [17]. This paper had only a single salient
topic, one that was clearly relevant (“text, search, learning”). To cre-
ate a broader query, we searched for all papers with the string “topic”
in their title, and ranked by distance to the resulting set of 5 papers.
Using the “distance to group center” ranking, the 5 papers were not
closest to the center—in fact one of the papers was not in the top 30.
The top ranked documents shared some aspect of the topic visualiza-
tion problem, such as handling uncertainty, but not all discussed text
visualization. Many of the top documents were relevant, including two
of which we were not previously aware but now are discussed in the
related work section of this paper. Using the minimum-distance-to-set
ranking did place the group at the top of the ordering, and put a slightly
different, but still relevant, set of papers next to them.

Fig. 8. Sorting topics by the aggregate genre “Fictional Prose” creates
an unexpected juxtaposition of topics concerning the novel and moral
philosophy.

9.2 Early Modern Literature

Our collaborators have developed a corpus of 1080 digitized texts pub-
lished between 1530 to 1799. The corpus was built by randomly sam-
pling 40 texts per decade from a larger archive, in an attempt to pro-
vide a less biased view than just using well-known texts. However,
this means that the corpus has significant diversity and is unfamiliar to
most who work with it. With documents ranging from a few hundred
words to hundreds of pages, the corpus is too large for any researcher
to read manually, and so we’ve been interested in seeing how the task
of exploring it scales within Serendip. This documents have been run
through the VARD 2 modernizer [1] and annotated with metadata such
as year, genre, author, publisher, etc.

A literature scholar1 spent an extended period of time exploring the
model over a number of weeks, working between the tool and the texts
themselves. He began with the topics themselves, assigning names
based on his sense of the texts containing the topics and the distri-
bution of topic words. Naming required extensive switching between
levels and combining various sources of information. It also led to
some surprises. For example, using the topic lists and RankViewer,
he observed that there were a handful of topics containing long lists
of numbers. Some contained numbers from 1 all the way up to 100.
Another only contained the numbers up to 20 or 30. Examining the
documents containing this latter topic revealed that many were written
by Protestants. Drilling into the passages revealed the reason for the
cutoff: the authors were giving references to Bible passages to support
their arguments, and the numbers 20-30 were distinctively biblical (as
opposed to 1-20, which were spread across the corpus more broadly).
The scholar named the topic “Grace and Redemption.”

After building familiarity with the model, the scholar continued to
explore it, combining multiple information types and levels of scale
in ways that not only answered posed questions, but led to serendipi-
tous discoveries as well. For example, he was able find support for the
argument—advanced by scholars of the novel—that the English novel
was the literary expression of English moral philosophy (ethical works
designed to guide the conduct of citizens). This exploration began by
aggregating documents by genre and honing in on a particular one la-
beled “Fictional Prose” (by a human bibliographer). After sorting the
topics by this genre, the top two were topics with which he was fa-
miliar from earlier explorations and had labeled “Novel” and “Moral
Philosophy” respectively—an interesting juxtaposition (see Figure 8).
Sorting the topics by similarity to one another confirmed that these
two were very closely related. By drilling into the prose fiction genre
within CorpusViewer, the user identified a few texts in which to look
for examples of this overlapping or convergence. He began with
Samuel Richardson’s Pamela, one of the first English novels.

From a passage of the novel, he was able to assess how words from
both topics were interacting: words from the “novel” topic were in-

1The tool was extensively iteratively refined based on his experience. His
contributions were so significant that he is a co-author of this paper.
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Fig. 9. Passages from the novel Pamela (left) and the Theory of Moral
Sentiments (right). The topic associated with novels is shown in read,
while the “moral philosophy” topic is shown in blue.

troducing concrete characters whose actions were the subject of moral
evaluation, while the words from the “moral philosophy” topic were
applying abstract concepts to those actions, concepts that are the main
subject of more argumentatively rich ethical writing (see Figure 9).
That convergence of these two kinds of topic words made sense to
the user, since the novel must not only analyze actions (involving the
reader in a parallel exercise of active moral evaluation), but also render
those actions in a rich narrative. In a work of moral philosophy, Adam
Smith’s Theory of Moral Sentiments, the scholar was then able to ex-
plore the pattern in reverse (see Figure 9). In this document, words
associated with the novel were interwoven with argumentation about
moral sentiment and conduct, a finding that also made sense, since
moral philosophy must—perhaps unlike metaphysics or logic—take
its cues from concrete human action. In other words, there can be
no novel, nor any moral thinking, without a concrete and specific sit-
uation of personal action and deliberation. Focusing in on the word
“situation,” the user then transitioned into RankViewer and found that
this word, which is often used to shift readers away from their immer-
sion in the story into a more explicitly evaluative cognitive frame, was
highly rated on both topics.

The analysis had thus progressed unexpectedly through four levels
of abstraction: a ground truth had been correlated with algorithmically
generated topics (a topic, “novel”, tracked reliably with works aggre-
gated as prose fiction); that ground truth was then extended into an
unexpected juxtaposition (the close relation of the “novel” and “moral
philosophy” topics); exemplary works were identified and their narra-
tive techniques evaluated on the level of passages and individual words
(novel and moral philosophy words intermix on the page); and finally,
topic words were found that sit at the intersection of these two nar-
rative forms (“situation”). Having opened up a new level on which
to explore a current critical debate about the novel, our user then re-
turned to the matrix view to rate the existing genres according to their
scores on the “novel” topic—an exploration that was also suggestive,
since “novel” captured not only prose fiction, but texts classified as
autobiography, drama, travelogue, and biography. Each of these sub-
genres has also been related to the novel in literary studies, and so
the user was able to begin generating hypotheses about how novelistic
language might have developed from, or be shared with, these types of
writing, many of which pre-date the novel as literary forms.

10 DISCUSSION

Serendip was intended to support and promote scalable, multi-level
serendipitous discovery in text corpora, something it appeared to do
among the users who tried it. We believe that the tool was able to
achieve these initially promising results because it multiplies the an-
gles from which users can enter and then transition through a corpus—
in effect, minimizing “roads not taken.” Our use cases show investi-
gations that combine topic models with other sources of information
to reveal discoveries at multiple levels of detail. Our methods for ad-
dressing scale seem to apply for the corpora with over 1000 docu-
ments, texts on the order of full books, and up to 100 topics in the
model. The various starting points and ways to use intermediate re-
sults and questions to springboard to next steps provide a fluency of
exploration that keeps users engaged.

At present, we have only seen the tool in the hands of a limited
audience, and have not performed a formal evaluation. We need to
see how our methods work across a broader range of corpora, and to

see if other users can effectively make use of the tool in their work.
While a formal evaluation of specific elements of our approach may
be interesting, and help to refine them, the more interesting and chal-
lenging question is to confirm whether our techniques meet their goals
of fostering insight and serendipitous discovery across multiple scales
of data and abstraction. Evaluating for insight generation is an open
problem, and a difficult one [29]. Evaluating for serendipity is perhaps
even more so, due to the unexpected nature of the findings it allows.
Beyond our case studies, we hope to perform more longitudinal study
of the technique’s successes in this direction.

One drawback to our approach is the static nature of the models
upon which it operates. Though we believe model agnosticism is im-
portant for the tool to be accessible to users unfamiliar with topic mod-
eling, their input into the tuning process is nonetheless invaluable. We
are currently exploring ways of using users’ interactions with Serendip
as a way of harvesting their expertise for the model training process.

Scalability to larger corpora will be important. Apart from some
current implementation bottlenecks, there is a question of how to bet-
ter handle scale in the corpus view. Even with filtering, sorting, and
aggregation, there is a need to assess orderings and see patterns at an
even broader scale. We foresee a need for methods that “zoom out” on
the matrix, as well as incorporating other kinds of corpus overviews.
While many visual summary methods exist in the literature, one chal-
lenge will be developing interaction techniques that couple them with
our current views.

A more technical challenge is developing a more rigorous mathe-
matical toolkit for working with document vectors. As mentioned, our
current distance metrics, averaging methods, and statistics do not pre-
serve the sparse, convex structure of the vectors. Local neighborhood
graph distances seem promising potential improvements given the suc-
cess of local distance-based embedding. While our prototype offers a
rich set of ordering metrics, an improved set would offer better op-
portunities for achieving scaling through placing relevant objects first,
and serendipity by bringing different things together. One promising
avenue is to apply distance metric learning approaches to allow users
to craft ordering functions based on sparse sets of examples.

In the future, we would like to add improved methods for finding
passages, e.g. through similarity to exemplars. We also hope to sup-
port exploration that uses multiple topic models, either to compare
them or make use of differences in what they uncover. Support for a
richer array of model types, such as hierarchical or multinomial topic
models would also be an interesting extension [18].

By providing a set of visual encodings that address multiple lev-
els of exploration, interaction techniques for coupling these views,
and statistical techniques for linking different sources of information,
Serendip allows users to use topic models and other information to
guide the exploration of text corpora. The methods are designed not
only to address scale, but also to promote serendipitous discovery. Our
initial experience using the tool for literary scholarship suggests that it
engages users and helps them make discoveries.
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